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ABSTRACT

Gas turbines have become an intricate p
practically all 200,000+ passenger aircraft in use today, they are also a predominate form
of power generation when coupled with a generator. The fact that they are highly
efficient, and capable of large power to weight ratios, makes gas turbines an ideal

solution for many power requirement issues faced today. Designers have even been able

to develop small, &émicrod turbines ofapabl e
the turbineds success is the fact that the
their introduction in the early 180006s. )

and designs of the aerodynamic components of the turbine, as well avempnts in

the areas of material design and combustion control, advances in component cooling
techniques havpredominantlycontributed to this success. This is the result of a simple
thermodynamic concept; as the turbine inlet temperature is incretdsedyverall
efficiency of the machine increases as well.

Designers have exploited this fact to the extent that modern gas turbines produce
rotor inlet temperatures beyond the melting point of the sophisticated materials used
within them. This has onlpeen possible through the use of sophisticated cooling
techniques, particularly in thé'stage vanes and blades. Some of the cooling techniques
employed today have been internal cooling channels enhanced with various features, film
and showerhead coolin as well as internal impingement cooling scenarios.

Impingement cooling has proven to be one of the most capable heat removal processes,



and the combination of this cooling feature with that of channel flow, as is done in
impingement channel cooling,eates a scenario that has understandably received a great
deal of attention in recent years.

This study has investigated several of the unpublished characteristics of these
impingement channels, including the channel height effects on the performanes of th
channel side walls, effects of bulk temperature increase on heat transfer coefficients,
circumferential heat variation effectand effects on the uniformity of the heat transfer
distribution The main objectives of this dissertation are to explorgdheus previously
unstudied characteristics of impingement channels, in order to sufficiently predict their
performance in a wide range of applications. The potential exists, therefore, for a
designer to develop a blade with cooling characteristics faglsi tailored to the
expected component thermal loads.

Temperature sensitive paint (TSP) is one of several-imamsive optical
temperature measurements techniques that have gained a significant amount of popularity
in the last decade. By employingetiuse of TSP, we have the ability to provide very
accurate (less than 1 deg Celsiusuncertainty), high resolution fufleld temperature
measurements. This has allowed us to investigate the local heat transfer characteristics of
the various channel daces under a variety of steady state testing conditions. The
comparison of thermaperformance and uniformityor each impingement channel
configuration then highlights the benefits and disadvantages of various configurations.

Through these investigatis, it has been shown that the channel side walls
provide heat transfer coefficients comparable to those found on the tandate,

especially at small impingement heigh&lthough the side walls suffer from highly non

iv



uniform performance near the dtaf the channel, the profiles become very uniform as
the cross flow develops and becomes a dominating contributor to the heat transfer
coefficient. Increases in channel height result in increasedumiéormity in the
streamwise direction and decreasedttiransfer levels. Bulk temperature increases have
also been shown to be an important consideration when investigating surfaces dominated
by cross flowheat transfer effects, as enhancements up to 80% in some areas may be
computed.  Considerations of ede bulk temperature changes also allow the
determination of the point at which the flow transitions from an impingement dominated
regime to one that is dominated byoss flow effects. Finally, circumferential heat
variations have proven to have negligibeffects on the calculated heat transfer
coefficient, with the observed differenceshieat transfer coefficierteing contributed to

the unaccounted variations in channel bulk temperature.
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CHAPTER 1 INTRODUCTION

1.1 Turbine Blade and Component Cooling

Through studies of various thermodynamic cycles, and specifically the Brayton
Cycle used to describe gas turbines, it is obvious that increases in tumtehe
temperature increase the potential power and efficiency of the system. A getesiic

Brayton cycle is shown iRigurel-1.

Cuel i_ombustion T A

Exhaust 1 q""dﬁg g ot

(35585 _ -5'
T-5 Diagram

i
Fresh Air

Figure 1-1: Ideal Brayton Cycle

The maximum temperature (T3) is ultimately governed by the maximum
attainable combustion temperature, the adiabatic flame temperature, on the order of 2000
3000°C for the standard fuels used today. Howetygpical super alloys used within the
machine cannot withstand these extreme temperatures, with a typical melting temperature
on the order of 150C or less. The limiting T3 would then have to be considerably less
than this temperature to promote com@anlife, as was the case for the early turbine

systems. However, with the use of modern cooling techniques, as describigdra



1-2, designers have been ableposh this maximum temperature beyond the material

melting point while maintaining acceptable component life.

Trailing edge
Coolant ejection

Array of
cylinders

for heat
transfer
augmentation

/

/ Internal
impingement

a cooling

Figure 1-2: Turbine Blade Cooling Techniques (Taylor, 1980)

Figure1-3 andFigure 1-4 exemplify the importance and benefit of this increased
inlet temperature. However, it is important to realize that the air used for cooling is
normally bled from the compressor, therefore reducing the efficiency of the machine. It
is therefore importanthat these cooling techniques not only be effective, but also
efficient in the sense that minimal amounts of coolant are used. In order to further
increase the power and efficiency of these machines, it is necessary for both material and
thermofluids ergineers to continuously work to improve the materials and cooling

methods used within the machines.
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Figure 1-3: Turbine Inlet Temperature versus Power (Sautner et al., 1992)
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Figure 1-4: Inlet Temperature Variation over Recent Years (Clifford, 1985)

All of the various components exposed to the hot gas require some guatroél
protection, either through cooling, protective coatings, or most commonly aradiohb
of the twa This includes stators, blades, endwalls, and combustor walls. As shown in

Figure 1-5, numerous cooling techniques are used witthie blade to maintain safe



material temperatures. Showerhead and film cooling are techniques employed to protect
the blade from the hot gas path. The driving concept behind these cooling techniques is
to place a thin blanket of cooler air along the enat surface so as to protect the metal
from the hot gasses.Heat transfer within thenternal cooling channels typically
augmented with pin fins in the trailing edge #isoadd structural support) and ribs or
dimples in the miecord and leading edgsections. Finally, internal impingement cooling

has begun to receive more attention in recent years, typically being used to cool the
leading edge region, but designs have also used the methioel midcord sections as

well.

FluM cooLing (3)

INTERNA
PASSAGE

COOL LN

IMPINGEMENT (3)
COOL ING

Figure 1-5: Blade Cooling Techniques (Gladden and Simoneau, 1988)

1.2 Impingement and Impingement Channel Cooling

The motivation behind impingement channel cooling is to remove the heat at a
location close to its source so that theslestropy is generated during the heat removal

process; yielding a process that is thermodynamically more efficient. Since heat comes

4



from the hot gas path in an airfoil, the impingement channel cooling technique places the
cooling ducts right beneath tleei r f oi | 6 s hot sur f ampiaging Thi s
cool air from inside the airfoil through small holes leading to a narrow channel near the

a i r f cuterl skirs These impingement channels are produced in numerous ways,
including the placement of perforated inserts within a hollow airfoil, casting, and
machining. Because of limitation of available space, the cooling duct has also become
small.

The flow structures within these cooling ducts are very complex. The fact that the
jets are constricted to flow in a single direction createsoas flowthat increases in
velocity as it passes each jet, as sedrigure1-6. This developingross flowinteracts
with the downstream jstin a very complicated fashion, including the development of
vortical structures (Fox, 1993)Downstream jet effects are dampened ampingement
locations are shifted in the downstream direction, and eventually dominated by the
developingcross flow The literature has also shown that the impinging jets also produce
vortex structures similar to those found in pin fin arrays, wheross flow is imposed
against them. These vortical structures, along with the competing effects of the
secondary flows from impingement, determine the wall surface temperature distribution.
The hot surrounding gases are also entrained within the slgeaofahe jet due to these
vortex structures (Fox, 1993) o complicate matters further, although a constant supply
pressure may be present, as thess flowvelocity increases, a decrease in channel
pressure results. This forces a distribution invgdocities, with downstream jets being
faster. These effects ar e -sbctiogahdizg. Bdcaugsee n d e n

of this variation of individual jet Reynolds number along the channel, impingement
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channel flows are characterized by therage jet Reynolds number. With the right
combination of geometry and hole design, this cooling technique can take advantage of

this highly turbulent flow scenario.

- / I

Cooler impingement jets of increasing v illilh

S

Developing cross flow of varying temperature and increasing v ||‘1 |r

Figure 1-6: Impingement Channel Flow Sceario

Extensive amounts of research in the areas of impingement, impingement
channels, and circumferential boundary conditions have been presented throughout the
years. Nevertheless, there has not yet been a tight, universal correlation developed to
predid the heat transfer characteristics of an impingement channel (Son2€0a).

This is partially due to the complex flow structures formed in these cooling scenarios,

which are so sensitive to the channel geometry.

1.3 Objectives

Several objectives have dre defined for the current work. Initially, through
several steady state heat transfer tests and a thorough literature survey, the general

performance characteristics of impingement channels should be defined. We would like



to investigate these charadstics onmultiple wetted surfaces, including the previously
neglected channel side wall8ecause of the known behavior of the wall jet developed
after impingement, there exists some potential for the side wall to participate in the heat
removal processNumerical studies will be performed help further understand some of
the phenomenon occurring within the channattempts will also be made tuantify
the uniformity of the heat transfer profile, rather thamly considering the heat transfer
levelsthemselves.This will be beneficial in the sense trghallertemperature gradients,
and thus thermal stressesill be generated in practice, which could effectively allow
higher gas temperatures (Bunker, 200Bgcause of the nature of impinging flows, heat
transfer reference temperatures are often assumed to be the jet temperature. However the
development of the actual mixed mean flow temperature is often important to designers.
Models will be developed to let predict these trends, and an investigation into their
effects on the calculated heat transfer trends will be conducted. In order to fully explain
the applicability of these cooling configurations, it is also important to understand the
losses associadl with them. Especially considering advancements in tuddit@ency
will require cooling designs that present minirparasiticeffects. For these reasons, a
friction factor and thermal performance parameter will be defined for these
configurationsand investigated.

With a thorough understanding of the impingement channels, we intend to make
some conclusions on the effective and efficient use of these cooling deVideswill be
done through the examination of multiple channel characteristidsligtigng channels

that would perform ke, considering certain penalties.



CHAPTER 2 LITERATURE REVIEW

2.1 Introduction

Impingement channels have slowly developed over the years. Initially, studies of
impingement jets and internal channel flows were performed deparaThe idea of
impingement channel cooling did not begin to receive considerable attention ufstethe
197006esaralnyd 198006s. Prior to this, researc
flow cooling techniques, as well as introductory studiato the heat transfer
performance of unconstrained impingement jets. As designers began to apply the large
heat carrying capacity of impingement jets to cooling scenarios where the jets become
constrained (such as into finned heat sinks or the leadigg section of an airfoil),
investigations into impingement channels soon began. It was not long before engineers
understood the potential of this cooling method, and some forms of it began to show up
in equipment designs, such as gas turbines bladesstigations of both the unconfined
impingement jet, as well as the impingement channel continue to explore and attempt to
correlate the effects of various characteristics. The flow characteristics of the
unconstrained free jet and impingement jet havenkiboroughly studied and explained,
and the structures within the impingement channel are gaining clarity every year. As the
structures found within these flow features are highly complex, analytical methods are
not yet able to provide accurate predinsoto their heat transfer performance in the
practical range of jet Reynolds numbers employed irg#seturbinendustry; this results
in the need for continuous experimental investigations. Nevertheless, numerical results

are growing in popularity ancceuracy, as models become more sophisticated.



2.2 Turbine Blade Cooling

As previously discussed, the sophistication of the component cooling techniques
hasallowed for the continuous increase in turbine inlet temperatuinefact some of the
literature has shown that current technology levels would be impossible to reach without
theadvancementm cooling. For example, materiatlvancementsave led to about a 4
degree Celsius increase in firing temperature per yeanpaed to cooling advances
which have contributed to increases of 11 degrees Celsius per year (Boyce, 2006).
Clearly, the importance of component cooling is extrem@omponent cooling has
become customary, rather than unusual as it was during the agslyfithe gas turbine
(Downs, 2009). These techniques have varied over the years, depending on knowledge,
capabilities, as well as system requirements. Current technologies have pushed future
high tech machines to inlet temperatures on the order ofk208@ploying minimal
coolant usage in a hybrid cooling scheflite, 2005). This method of cooling uses a
combination of closed loop cooling with steam as a working fluid and compressor bled
film.

Some of the high tech internahannel cooling technologs employed today
includeskewed broken rib patterns. These features not only help break up the boundary
layer and increase turbulence, their skewness also creates secondary flows which also
promote heat transfer. These configurations have been sh@mhdace heat transfer up

to 3 times that expected in a smooth channel at an equabl@syrumber (Ito, 2005).



Future advances, however, are beconmmage difficult to achieve, athe rate of
technology improvement has somewhedched a platean the st 10 years (Bunker,
2007). Advanced cooling techniques have become more advanced, but have added
further complexity to the machine as well. As the requirements for turbine cooling
systems becomes more demanding, it has become necessary to paussidadwbare
these technologies have come, and where they need to go. Bunker (2007), and Downs
and Landis (2009) have published critical papers in this regard. Both papers agree on the
trend towards distributed near wall cooling technologies, where swmalihg channels
are methodically distributed on the turbine blade. The goal is to redudéetmal
resistance of the airfoil, while minimizing thermal gradients and stresses. This would
result in cooling methods that not only produce high levels aff tnensfer, but also yield
uniform componentemperature profiles.

Chyu et al (2009) and Sierra et al (2009) also acknowledge the importance of
reduced thermal gradients and their dependence of cooling uniformity. An attempt to
accomplish this is cordered by Chyu, through the use of impingement channels, or skin
cooling as it is sometimes called. It is clear that advanced machines will have these
additional uniformity requirements.

Bunker (2007) also discusses the fact that cooling technologies requste
minimal amounts of coolant usage as well as frictional losses. However, this is often
neglected in the literature. Achieving maximum coolant effectiveness is also a crucial
factor that should be considered, and is a major area of improvemewuwiht designs
(Downs, 2009). These characteristics must be explored for all cooling technologies,

including impingement channels.
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2.3 Impingement Cooling

Impingement coolingan be placed in one of several categoriés impinging

jet can be submergedhere the same fluid is found throughout the cooling channel, or
unsubmerged, where the injected fluid is different than the surrounding fluids. Only
submerged jets will be considered here, since they are most applicable to turbine
applications. Impingeent jets can also be unconstrained, where the jet simply exits an
orifice, possibly impinging against a target surface, with no surrounding walls. On the
other hand, the constrained jet is confined within a cavity or channel, altering its
behavior. The @nstrained jet is of greatest interest to the turbine industry, as the exiting
jets must be confined within some exiting channel, however an introduction to
unconstrained jets is of the utmost importance for one to get a full understanding of an

impingemem channel cooling scheme.

2.3.1 Unconstrained Impingement
The impingement jet has been proven to possess one of the highest potentials for
heat transfer. By exhausting a jet of fluid against a surface, large heat transfer
coefficients result in the area sfaguation This allows designers to effectively remove
heat fromclose to itssource yielding a more thermodynamically efficient cooling
process These jets possess large fluctuating velocities, with typical turbulence levels on
the order of 25% (Han, 20Q0aiding in the efficient removal of heat. The stagnating

flow also yields very thin boundary layers, further aiding in high heat transfer rates.
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The structure of an impinging jet has been describesklagral authorsiskanta
1993 and Martin, 1977#or exampl¢, and compared to that of a free jet. They have
similar structures, until the impinging jet comes close to the stagnation region. For the
impingement jet, there is a free jet region, which leaves the jet hole with a velocity
distribution depenaht on the hole geometry. For example, if the hole is short enough
(L/D <1), as is typically seen in industry, a nearly flat velocity profile results, as is shown
in Figure2-1. However, if the hole is long, as has been done in some exp&simeahe
literature (Bradbury1965) for example), the flow becomes developed and resembles a
parabolic profile, with a maximum at the centerline. A potential core is defindteas
portion of the free jet where the velocity is at least 95% of that at the nozzle exit. This
core length is significant, as impingement heights beyond this length yield lower heat
transfer values, and heights below this value often yield negligideges in heat
transfer rates. The potential core eventually dissipates as a result of mixing with the
surrounding fluid, with typical lengths being reported from 4 to 7.7 in different papers
(Livingood, 1973 & Martin 1977). These differences are attid to the difference in
turbulence intensity, geometric scales, and the velocity profile at thexie{Glauer
1956). The turbulence generated within these jets due to the mixing with their
surroundings is much larger than would be expeed in typcal pipe flow (Liu,2006).

This is a direct contributor to the large heat transfer rates provided by the impinging jet.
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Figure 2-1: Hydrodynamics of Impinging Flow (Viskanta, 1993

The free jet eventually impinges a surface, creating a stagnation region as seen in
Figure2-1. According to Martin (1977), the height of this stagnation regiomishe
order of 1.2 diameters. However, as is true with the potential core length, many factors
potentially affect this value. The pressure at the stagnation point is a maximum, typically
equal to the total pressure of the plenum. However, with largeingeament heights
(Z/D>5), the stagnation point is not able to recover all of the source pres&smaes (
1992). This is due to the excessive mixing losses that occur as the jet travels though the
surrounding fluid. From this stagnation point, where weéocity is zero, the flow
accelerates horizontally outward, eventually reaching a maximum value at the edge of the
stagnation region. Here the pressure has returned to ambient; at about 1.6 to 3 diameters
away from the stagion point (Gauntnerl970). Because of mixing and the exchange
of momentum with the fluid in this region and the surrounding fluid, the flow eventually
transforms to a decelerating wall jet.

For the single unconstrained impingement jet, the wall jet velocity eventually
reduces to ze in an exponential fashion (Lit2006). Work performed by Glauert
(1956), showed the wall jet consists of 2 distinct regions; an inner layer similar to a
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typical boundary layer, and an outer layer similar to free turbulent flow. At the boundary
of the® regions the velocity is a maximum, with the profiles being accurately described
in the literature (Gauntned970). The region within the stagnation zone is typically
laminar, due to the stabilizing effect of the acceleration of the flow; as the flow
decelerates, howevea,transition to a turbulent natuocecurs

As is typically done in turbine blade cooling, these impinging jets are placed in
arrays, changing their flow distribution slightly, mostly in the vicinity of the wall jet. As
the wall jets fom two impingement jets approach each other, they collide and crééte a 2
stagnation point. This second stagnation point further aids in heat transfer augmentation,
as the boundary layer is again diminished in this location.

Impingement channel heaatrsfer rates are calculated in a somewhat traditional
fashion, according to the following equation:

q

h=——
(Tw —Tr) (@)

Here the reference temperature is often taken as the plenum or adiabatic wall
temperature. Using the constgienum temperature for impingement channel cooling
considerations, as will be shown, can introduce some slight misconceptions when
examining all of the wetted surfaces. However, this results in little errors when
considering surfaces dominated by impingemt f | o w, as the jetods
maintain nearly uniform temperatures (at or near the plenum temperature).

Numerous characteristics affect the heat transfer performance of an impinging jet.

These include jet velocity profile, jet hole geometimpingement height, surface
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conditions, turbulence levels, as well as numerous other characteristics2Q06).

Eckert et al (1953) gave a correlatiohthe Nusselt number for the stagnation point of a
cylinder exposed to uniform flow. Similar feaes are seen within an impinging jet
situation, suggesting a similar power law relationship might be used for empirical
correlations in the form of Nu=C*R&r®. However, it has been shown that things are

not as simple as suggested, since so many faafferst the performance of the jets. Itis

for this reason that no tight correlation for the performance of impinging jet arrays
confined in a channel has been made available in the literature. There are, nonetheless,
several correlations available fgregific situations.

Experiments were performed by C.J. Hoogendoorn in 1977 to study the effects of
turbulence at the stagnation point of an impingement jet. Effects of impingement height
and turbulence levels were reported. Results showed a similaionstap to the
stagnation zone of a cylinder in a free stream. Increases in turbulence yielded similar
effects to increasing the impingement height. Compared to small channel heights, and
low turbulence levels, a much broader heat transfer profile isredx$ with larger
turbulence levels. The jet was created though a long tube, with variations in the exit
condition examined as well. The often mentionédl @ak was also observed, at
impingement heights of less than 8 diameters. This was related tocteases in
turbulence levels in the deveiag wall jet. Turbulence measurements were taken in the
free jet at the theoretical impingement location, and suriao@dratures were recorded
with liquid crystals It was shown that the main effects of turbulence are only seen at the
stagnation point, and a correlation similar to that found for cylindecsass flowwas

developed relating the turbulence level and Reynolds number to the impingement Nusselt
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number Effects of turbulence on the Nusselt number, as well as velocity and turbulence

distribution levels are presentedrigure2-2 andFigure2-3.
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Figure 2-3: Z/D effect on turbulence and veleity (adapted from Hoogendoorn , 197y
Lucas et al (1992nvestigate the effects of jet &nolds number, jet to tget
spacing, as well as boundary condition effemtsthe heat transfer of a jet impinging

against a flat suaice. TLC was used to measure temperature, in a 3 temperature problem
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method. The jet plate temperature was controlled, and the target plate was uniformly
heated. Jet Reynolds numbers @f5k, 15k, and 30kvere tested at impingement heights
of 1, 2, and 3 jet diameters Flow visualization was performed with a small tuft
suspended from a nylon string. TheRetynolds numbewas decreased from 30k to 15k
ataZ/D of 1 and no significant changevere observed in the flow fieldA considerable
amount of flow was seen to circulate back toward the jet along the top sufisisewas

the esult of a donut recirculation vortex, which was also observedthgrs in the
literature (Bower et al(1981). At Z/D of 1 and 2 théheat transér ratewas almost the
same &s wasalso observed byan et al(1992 at Z/D of 2 and 4). This is the result of
the potential core of the jet extending to the plate surface for smaller heujeie the
pressure coefficient equaled As the channel hght is varied within the potential core
length, similar velocity profiles impinges the surface, yielding comparable results.
Differences in the heat transfer rates between this paper and others was attrithuted to
fully developed jet usemh many of theother papers, as well as possible higher turbulence
intensity values They oncluded, among other things, that the temperature of the plate
has a significant effect on thmpingement heat transfer coefficieior Z/D of 2 and 3,

possibly because of tharger recirculation zone created.

2.3.2 Constrained Impingement

Experiments performed by Florschue&t al (1980, 81, 83included jet
impingement on a heated segmented plate. Numerous array geometries and channel sizes
were tested. Early tests were performed to determine array averaged heat transfer

coefficient, and general trends in Nusselt numbers were observed. l&tehig/orks, a
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one dimensional model was developed that predicted the flow distribution (local jet and
cross flowmass fluxes), allowing the development of a correlation based on geometric
parameters and local jet twoss flowmass flux ratios. Howevethis correlation is not
universal, and does not account for potential contributions of the side walls or jet plate.
Investigations were also performed on the effectss flowhad on the jet discharge
coefficient.

In order to explain some of the dispamcies encountered in their earlier works,
Florschuetz and Isoda (1983), performed a set of studies investigating the effects of
channel cross flow on the jet hole discharge coefficient. The discrepancies they
discussed involved differences in the préslictotal mass flow rate (determined from the
Cq4 value and pressure profile) and the actual measured mass flow rate. These differences
were significant when initiatross flowratios were high or channel heights were small,
up to 42 percent in some casdswas then decided to perform a special set of tests to
parametrically study the effects ofoss flowvelocity and impingement heigln the jet
discharge coefficiet. This work investigated an important aspect of impingement
channel cooling, as it igaditionally the case that discharge coefficients are calculated
under a na&ross flowsituation. This proves acceptable under normal situations. In order
to investigate these effects, a slightly modified test section was developed, where an
initial, adjustable, amount ofcross flow was introduced upstream through the
impingement of two jets. Thizoss flowthen approached the normal impingement array
which was used in their previous experiments. In order to carefully characterize the
effects of thecross flow mass flux ratios (G;) from zero to 8 were tested. This

required pressure ratios on the order of 2.7, which are admittedly not very easy to obtain.
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This was significant, since all prior studies had only investigated mass flux ratios up to
0.8. Most importantly, their results defined a maximum value&Gbeyond which the
discharge coefficient is strongly influenced by @mess flowratio. This value was
dependant on the array geometry however, as were the equations used to correct the
discharge coefficient. This value was typically around 0.6 and above. They also showed
that although the discharge coefficient significantly varied for large variationsgs

flow, it remained relatively constant for variations in jet Reynolds numbgardless of

GJ/G;. With knowledge on the behavior of the discharge coefficient venass flow
Florschuetz et al was able to modify the flow model previously developed for a constant
discharge coefficient. This model required a numerical appr@achjs not necessary
under normactross flowratios.

Osama Al-agal (2003) conducted experiments to determine heat transfer
distributions on the walls of a narrow channel with jet impingementevss flow The
experiments had three different configimas of impinging jets; a single row of 6 holes,

2 rows totaling 24 holes, and 3 rows totaling 54 holes. Each case has the same total hole
area, allowing a comparison between the results. Reynolds numbers between 5k and 33k
were tested. Local data wésken on the target wall and the-jg$ue wall using the
transient liquid crystal technique. Jets introduced through piping leading into the test
section, with the flow constrained to leave in a single directidre optimal distance for
jet-to-target pate spacing was found to be dependent on the hole geometry as well as the
wall which is being optimized, with taller channel heights usually being more beneficial

to the jet plate. Local heat transfer on the target plate showed much more uniformity at

smdl jet-to-target spacing than large jektarget spacing. His work also compared
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impingement heat transfer values to those calculated using smooth pipe correlations. He
showed that target surfaces yielded enhancements betweém 1@ pending on the
geometry, with the 54 hole case yielding the highest. Jet plate enhancement values
ranged from 0.-2.7 times pipe flow values. Again the 54 hole case performed the best.
Also important is the fact that the 6 hole case yielded minimum values below those
predicted by smooth pipe correlations. This suggests a need for improved methods of
heat transfer regarding this surface. References were also made to previous works by
M.K. Chyu (1997), where a numerical operation was developed to convert a heat transfer
coefficient based on inlet temperature to one based on local bulk flow temperature for
cooling though a long cooling channel with roughened vortex generators.

U. Uysal (2005) varied the jet hetéze and spacing for a jet array impinging in a
duct. Jetdiameters were increased in the streamwise direction, in an attempt to achieve
impingement at locations downstream where thess flow has become significant.
Local data was again obtained for the target plate and tinesjet plate. Variable hole
sizes, as expected, resulted in increased heat transfer values in the downstream location,
opposite to the uniform profileKey heatransfer features in the impinged region directly
underneath a jet bear strong resemblance to thatsifighe jef implying that direct
interaction amongpeighboring jets in the array is wed#eat transfer characteristics on
the jetissuingplate are very different from that on the target plate. Overall, the average
heat transfer ofet plate is approximately orthird to onehalf the corresponding values
on target plate.

The effects of jet Reynolds number is typically the dominating flow characteristic

that is controlled during impingement experiments. In this sense, the majority of existing
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works are only applicable at lowadh numbers, where compressibility effects within the

jet are negligible. Modifications to the correlation developed by Florschuetz were made
by Park et al (2006). Through experiments controlling both Mach number and Reynolds
number independently, it wasiown that increases in jet Mach number led to increases in
stagnation heat transfer levels, while Reynolds numbers were maintained constant. Mach
numbers between 0.1 and 0.6, and Reynolds numbers between 11,000 and 59,000 were
tested.

K. Mushatat (2007) numerically studied the two dimensional effects of various
parameters on a slot jet cooling geometryk-Bmodel was used to model the turbulence
effects, and a wall function was employed to account for wall effects. The number of jet
was varied from 2 to 4, and an initial uniforcnoss flowwas also present. Channel
heights as well as slot spacing effects were also examined, both in the heat transfer results
as well as in the flow field. Results were compared against published workith
satisfactory results. This proved the applicability of #& method to effectively
simulating impingement flow scenarios. The stream line contours effectively displayed
the recirculation zone downstream of the jets, near the jet plate. Thesdsiving force
to the jet temperature increase described by Lucas (1992) and others. Further work was
done to see the effects 2 different rib layouts had on the target shdatdransfer
coefficient and flow field redts. Distinct peaks resultad the heat transfer profile, due
to the recirculation zones that were evident in the streamline and velocity distribution
profiles. His results highlighted the importance of rib placement with respect to the jets;
and the fact that the recirculation zdrehind the jets becomes larger with increases in jet

velocity. Finally, heat transfer values increased with increases in these recirculation

22



zones, and decreased with increases in channel height, similar to the results found in the
available literature. Figure 2-4 shows some of the flow field results produced in this
work, and highlights the potential use of features for heat transfer augmentation.
Although the flowfield produced by a slot jet is inherently simpler than that produced
from a circular jet, this paper highlights the usefulnesasaoig commercially available

numericaltoolsto understand the flow behavior in these channels.

Figure 2-4: Streamline comparison between smooth and ribbed impingement (Mushata007)

Round impinging jets, especially constrained within a channel, have often been
studied numerically, as it is know that available models megdovement before their
results are completely accepted. Studies have been carried dgbal{l, 2005) that
have compared experimental results with different numerical models. Their model
considered the performance of a standatihodel and that of ¥ang-Shih model, with
varyingimpingement angles. Reynolds numbers between 10,000 and 35,000 were tested
at a Z/D equal to 1 and 2. Square arrays, with no side walls were used in both the
experiment and model. The-(kmodel was shown to vyield resulthat matched
experimental results most closdtyr the orthogonal jet arrangemenDeviations were
greatest at stagnation locations, as well as at the locations of heat transfer niihena.
deviation are attributed to the inaccuracies in the way the naedelints for the mixing

between the jet and the cross flow. This also resulted in errors in the location of some of
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the downstream stagnation regions, where experimental results experienced higher
degrees of deflection at higher Reynolds numbers. It stemvn though that the
numerical predictions did accurately describe the trends in heat transfer, serve as an
important means of understanding the flow.

Changmin Son et al (2001) performed a comprehensive study on an engine
representative impingement chahncooling system. Pressure loss and pressure
distribution, as well as surface shear stress visualization results accompanied the local
heat transfer results. Results were then compared to industry standard predictions.
Results were also normalized bynaoth channel predictions athe channel 0s
conditions. Besides the introduction of several modified measurement and visualization
techniques for impingement cooling, their results showed that the downstream locations
yielded results 50% lower thanae at the impingement locations. Shear stress patterns
also effectively showed the effects of the stagnation point, wall jet development, and
secondary stagnation points, proving its usefulness in this area. These shear stress

patterns are shown Figure2-5.

Figure 2-5: Shear stress visualization (Son et a2001)

An important result of the location and size of these small cooling ducts is the fact
that the heat flux they experience is highly uwomform. The target surface is exposed to
hot gases on its back side, and therefore has significantly higher hedhaatéise other
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surfaces. It has been suggested through examples in the literature, by Reynolds (1963)
for example, that variations in Nusselt number may result from highlyundarm
heating applications. This work, along with those presented by Spét@%8), were

purely analytical, making various assumptions about the diffusive properties of the flow,
as they would apply to flow through a cylinder, with well defined variations around the
circumference. They suggested that with a given change irfllbgathere is a change,
although smaller, in Nusselt number. With variations around the circumference,
Reynolds for example, showed that peaks in Nusselt number were expected at areas of
low heat flux, while decreases in Nusselt number were expecteeas af high heat

flux. Later works by Black and Sparrow (1967) investigated the cylindrical problem
experimentally. They reported trends similar to those presented in the analytical works,
however less pronounced. It was then suggested by Black arrdgplaat these effects

are negligible in typical cases, since the variations in Nusselt number are only a fraction
of the changes in heat flux. However, the maximum variation of heat flux was only on
the order of 1.25 times the average; which resulteml In125 times variation in Nusselt
number. The variations in heat flux we expeadhe following testsare on the order of 2

to 4 times the average, suggesting larger variations in heat transfer coefficient. Work has
also been done on the investigatainthe jet plate temperature effects on impingement
Nusselt numbers. It was shown by Van Truen et al (1994) and Lucas et al (1992), that at
small impingement heightZ(D<3), jet effectiveness and Nusselt numbers are effected
by jet plate temperaturesThis was the result of a resulting circulation within the
channel, where the exhausted jet eventually is drawn upward toward the jet plate, and

back toward the jet. This process eventually brings heat from the jet plate to the
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incoming jet, increasing itseemperatureThis is seen inFigure 2-6 for two channel
heights. Although there has been considerable work in the area of heat flux variations,

nonehave been applied to an impingement channel, nor have experimented with such

large and abrupt variations in heat flux.

s

2 [_h J
z = ]

’ 5 - . 4
v\ = :_:. “3-3
g g s 3 33 3 3 % |
o x 0 . 10 s s s 200

OSTANCE FROM JET CENTRELDGU»
Figure 2-6: Impingement Flow Visualization (Lucas et al (1992))

The use of features forther enhance impingement heat transfer levels has only
received moderate attention. M. Annerfeld et al (2001) studied the effect of several
different types of turbulators experimentally, in an attempt to correlate the effects of
obstructions placed ithe gap of platform cooling scenarios. Four different turbulators
(wedge, wing, cylinder, rib) were constructed from aluminum and placed on the target
surface. Reynolds numbers between 20k and 65k were tested, with a constant hole
spacing of 5 diametesnd a variable channel height. Heat transfer enhancement values
as well as thermal efficiency at a constant pumping power were compared in order to
determine the most beneficial arrangemenhese comparisons were considered as the

enhancement over thensoth impingement channelAn infrared camera was used to
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measure local temperature distributions. Overall enhancements between 1 and 1.3 were
observed, resulting in thermal efficiencies between .4 and 1.2 when compared to smooth
impingement cases. Eni@ements were concentrated at the base of the turbulator, as
well as right behind and diagonally downstream. The latter two positions were described
as being the result of the creation of vortexes within the flow field. The enhancement
beneath the featarwas related to the fin effectiveness of the conductive material used.
Tests were perfoned with features constructedbiin a material closer to those used
within a typical turbine blade, resulting in only a slight reduction in average enhancement
values. Enhancement levels increased with increasesrass flow velocities. The
turbulators were positioned so that they would protect the downstream jets from the
approachingcross flow The results showed a reduced shift in the slightly increased
stagnatio point heat transfer level. They suggested the turbulator heights should be less
than the full span of the channel, in order to maintain minimal pressure drops. Ribs and
cylinders performed the best in this sense. Wider geometries tended to proeitier a b
protection to the downstream jets, however resulted in significant pressure loss increases.
Mass flux distributions were also slightly adjusted due to the placement of the features.
Considerations were not expressed toward the resulting unifoohitige results, nor
effects on the other surfaces. Also, only 1 pattern of each geometry was examined.

It was suggested in the work by-Abal (2003) that a similar analysis as
presented byM.K. Chyu (1998 be applied to impingement channel3his analysis
performed by Chyu as applied to a channel with wedge shaped vortex generators along
one surface. His study addressed the bulk temperature issue as it applied to transient

experiments, as they are similarly based off of a plenum reference &tumper In his
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work he examined four methods to determining a heat transfer coefficient based on a
local bulk temperature, and applied the results to previously performed experiment. Two
methods proved superior in their representation of the results,vBgwene method
proved the simplest, yielding a converted heat transfer coefficient from the simple
deermination of some coefficient.

Some researchers inettareaof impingement channel coolingave provided
analysis using different schemes for deterngriine reference temperaturégj. For
example, Kercher and Tabakoff (1978 well as Hilgeroti{1965) used aLog mean
temperature difference (LMTD). This produced heat transfer coefficients that were
artificially increased over the other available ritieire, since (-Tp) > vl T
Kercher and Tabakoffetermined from their work that heat transfer coefficients based on
the plenum temperature were the most convenient and practical definition of heat transfer
coefficient. However, as the amount oéspflow increases and the influence of the side
walls become more severe, this may not be true.

The uniformity of the resulting heat transfer profile is often neglected, yet may
contribute significantly to the applicability of a design. As mentioned,thieemal
stresses are directly related to the thermal gradiersslting fromthe heat transfer
distribution It is important, therefore, to define and quantify the uniformity of various
configurations, so that an optimal design may be selected. Huis is compounded
further when considering the high variations associated with impingement cooling. For
example, the heat transfer levels are the highest at impingement, and can decrease
substantially away from this locatiorFilm cooling geometries faca similar need for

balance, where high effectiveness must be coupled with uniform profiles for effective
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geometries. This issue was recently addressed in the work by Javadi and 22y
where a cooling uniformity coefficienwas definedand usd to compare several film
cooling geometries. They defined this coefficient based on the fact that the maximum
film cooling effectiveness is found at the hole centerline, and an ideal distribution would
equal this value throughout the spanwise direction.ria¥fans about this maximum
effectiveness value were then used to define the coefficient. Their work showed that all
geometries tended toward a uniform profile in the downstream direction, due to the
spanwise mixing of the coolant. However, blowing mtiended to play a major role on

the uniformity of the distribution, with some dependence on geometry. A similar
analysis will be applied to the impingement channel cooling geometry, which as

mentioned also suffers from namiformity in its cooling profes.
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CHAPTER 3 METHODOLOGY

3.1 Experimental Setup

The impingement facility constructed for this project has transtiotmeough
several modifications andipgrades. In order to overcome some of the hurdles
encountered during the first iteration, several changes were anddecorporated inta
redesigned rig. Both have been validated, and used within the study, with no loss of data

integrity, and will bedescribed below.

3.1.1 General Rig Description

In order to attack the problems described above, we will perform several pressure
and heat transfer tests. All will be carried out at steady state, constant heat flux (per wall)
conditions, as will be described below. The experimental setup is desigresgtible a
scaledup airfoil impingement channel, or peripheral cooling as it is often called, like the

one shown irFigure3-1.
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Figure 3-1: Peripheral Cooling Details

The first design iteration was set up with the impingement channel fed under
pressure driven conditions. The walls were constructed in a manner that would allow the
most channel dimension variations thvminimal parts. The second iteration, developed
to overcome some problems to be discussed, was fed under suction mode, with wall

constructed for ease of assembly, rather than number of machined parts.

3.1.2 Pressure Driven Rig Description

The test channel ihedes multiple jeissue plates and a target plate which are
enclosed on three sides as shownFigure 3-2. Fifteen equal diameter inline
impingementoles are milled into each jet plate, with counter bores so that the jet length
is equal to 1 diameter, as seenHigure 3-3. This is essential, dnrepeated in the
literature, so that a nearly flat hegat velocity profile exits, rather than a developed
profile. Typical turbines contain similar holes. This also helped minimize losses across

the jet plate.
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Impingement flow

> C ross flow
> direction

Figure 3-2: Test Section Geometry

Flow Direction

Figure 3-3: Jet Plate Geometry

Separate jet plates were constructed for each channel width (Y/D) to be tested,
with the remaining walls being assembled, as seé&igure3-4, in a fashion that allows
for simple adjustment of the channel height (Z/D) and width (Y/D). Hole spacing (X/D)
was adjusted, in multiples of 5 diametdag,plugging the unwanted holesnd ensuring a
smooth jet plate surface where the holes once were. Atof/Bero the channel is
blocked, so the exiting jets are forced to flow in a single direction. The first and last
holes are 5.25 diameters from the channel end. A maximum of 15 rows are tested,

departing slightly from the data presented in the literatiest published results utilize
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10 holes at the most, and leave some room at the end of the chaexrglot@how the
heat transfer rates decrease once impingement has stoppeddeddysgeffect is not
captured in our geometnalthough the effect usy an excessive number of jets is

captured

Z=7.5,22.537.5mm
Figure 3-4: Test Section Cross Section

The test section was placed within the flow loop describdtigure3-5. Flow is
supplied from a centrifugal blower (Spencer VB 110), through two networks of pipes,
one for impingement flow and one for additional channel flow (useddoralidation).

An air to water heat exchanger wased to extract some of the heat dumped into the flow

from the blower. The heat exchanger allowed us to maintain flow temperatures on the
order of 30 deg C. Impingement flow traveled through a control and metering section,
where flow rates were measun&ih a venture type flow meter; allowing the calculation

of an average jet Reynolds number. The flow was then divided and sent through two
6sided plenums. Here the flow was <condit
temperatures were measuredehgith type T thermocouples and recorded via a Data
Acquisition System (Measurement Computing, 32 channels). The flow then entered a

6centerd plenum, which was free of condi t
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holes in the jet plate. This splglenum design allowed us to capture temperature
sensitive paint (TSP) data on the jet plate surface, from above the plenum. The plenum
dimensions were also chosen so that the flow traveled at negligible velocities within, and
was not provided enough lehgto develop a significant boundary layer. Once the air
impinged within the channel, it was constrained to flow in a single direction, eventually
exiting into the atmosphere. The channel flow leg was similarly controlled and
measured, but simply led in@ removable entrance section and then into the channel
entrance. This leg was only used for validation testing, and required the removal of the
6capd at the channel entrance. This <cap

when necessary.

Air supply Jet flow Inner Plenum
bleed Flow control supply Left w/ pressure and
valve temperature
Centrifugal measurements
Blower \ \
— |
Volumetric
30to 20 Flow meter Right
reducer (TC atinlet)
Outer Plenums
- w/ flow conditioners &
Air/water Heat Cross flow pressure measurements
Exchanger supply (left and right)
\L Flow exit
Volumetric
Flow meter —_—
(TC atinlet)
) Test section
Water Chiller Transition Pressure
Secti measurements on
ection target and right wall, Air
temperature
measurement at exit,
) TSP Painted on all 4
Cross Flow entrance section walls
Pressure and temperature measurements taken at exit

Figure 3-5: Flow Loop

Knowledge of the discharge coefficient of the jet plate used was necessary before

actual testing could begin. This jet plate characteristic was determined by allowing the
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jets to exhaust intche atmosphere unconstrained (i.e., the channel side and target plates

were removed). Flow rates were measured with a venturi type flow meter and pressures
were measured via a Scanivalve, over the expected range of pressure ratios and flow
rates.

Pressure profiles along the channel length allow the determination of local jet and
cross flowmass fluxes. For these tests, two walls (target and side) were instrumented
with static pressure taps at locations between each jet. Pressures along theadkanne
the plenum were again measured with a Scanivalve, and flow temperatures recorded via
the DAQ. Flow rates were measured via the inline venturi flow meter. An image of a

typical pressure test is seen in Eigure3-6.

Figure 3-6: Pressure Test Seup

Detailed heat transfer data is required for thermal analysis since there may be
significant tenperature gradients around the walls of these cooling passages and the heat

transfer is driven by the local temperature differencéhe walls instrumented with

pressure taps were replaced with solid wal
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and ae heated and controlled independently. Temperature Sensitive Paint (TSP),
provided by ISSI, was coated on the back surfaces of each heater, allowing full field
temperature measurements from the outside, as sdeigure 3-7. The details of the
temperature sensitive paint will be discussed later.

The target and side walls were instrumented with commercial foil heaters,
constructed from a series sihgle heater strips, each 1 hole diameter in width, as seen in
Figure 3-7. This allowed us to use a single heater for all geometries, turningeoff th
unneeded heaters as the geometry grew smaller. Each active heater strip was connected
in series (to increase the overall resistance) on a particular wall. These walls were then
powered and controlled via a 130V (20A) VariAC. The jet plate heater evesiracted
from a0.25mm thick Inconel heater (supplied by GoodFellow)ingith holes milled out
at the jet locations. This heater, of lower resistance, was powered via a 12V (30A) DC
power supply. All voltages and resistances were measured with adgghacy digital
multimeter. Surface temperatures measured by the TSP were verified with 3 type T
thermocouples places along the center line of each wall. Plenum temperatures were
measured with a single type T thermocouple, and bulk temperature chaeges

measured with a 5 point thermopile rake.
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Figure 3-7: Heat Transfer Test Setup

During heat transfer tests, the scientific grade singe CCD (charge coupled device)
thermaoelectrically cooled camera (PCD6 0 0) was positioned with
the test section. Using a zoom lens, a single image of resolution 1200X1600 pixels,
captured an image of approximately 4 inches square. This resulted in a typical resolution
of 480 pix/mni. Because of themall area captured in each image, the camera was
mounted to a computer controlled traversing system. A total of 9 images, with at least
30% overlap between steps, were taken along the 515 mm of temperature domain. The
TSP was excited at the appropriatavelength, with custom made LEDs (Light Emitting
Diodes). This provided a nearly uniformly illuminated test surface. A single surface was
recorded during each run, required a total of 3 runs (jet plate, side wall, target wall) per
case. A typical hearansfer test, with data being recorded on the side wall, is seen in

Figure3-8.
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Figure 3-8: Typical Heat Transfer Test

The test matrix was chosen so that a representative variation in channel height and
heat flux could be investigated. Because these cooling techniques are typically used to
remove large amounts of heat, jet Reynolds numbers on theafrd@k and beyond are
typically seen in turbinengines (Han et al, 20P0 However, because our test section
was supplied a positive pressure head, we were limited by the structural limitations of our
pl enum (constructed f r omoreltestedtah the kaximumr y 1 i c
average Reynolds number (and thus largest pressure ratio) that our plenum could safely
withstand without damage. Thesggtial tests were chosen so that effects of channel
height, flux variation, and bulk flow temperature devet@mt could be investigated.
Notice the smallest and middle channel heights (Z/D=1 & 3) determined the maximum
Reynolds numbers tested. An overlap in Reynolds numbers was also scheduled, so that
the effects of jet velocity coulde captured independenthifhe tests conducted with the

pressure driven rig are describedraible3-1.
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Table 3-1: Test Matrix A (Pressuredriven)

Test Matrix A
Case Avg. Jet <o | vo | zo No. | Heated
Re Holes | Surfaces
5.4.1Ai AB,C,D D
5.4.1Aii 17,000 5 4 1 15 |[A,B,C
5.4.1Aii B A c
5.4.3Ai 18,000 5 4 3 15 |AB,CD
5.4.3Bi AB,C.D
5.4.3Bii 45,000 5 4 3 15 |AB,C B
5.4.3Biii B
5.4.5Bi AB,C.D
5.4.5Bii 43,000 5 4 5 15 |[A,B,C
5.4.5.Biii B

3.1.3 Suction Driven Rig Description

The previously described pressure driven rig, as mentioned, faced several design
flaws. Particularly, because the rig was pressure drivemax@num Reynolds number
was limited not by the blowgyerformancecurve, but rather by the structural integrity of
the rig. The heat that had to be removed from the inlet flow also provided additional,
unnecessary complexities. Finally, although the first design of the wall assembly
creatively allowedor small changem channel dimensions without changing many parts,
the method was excessively complicated, creating more difficulties than it prevented. It
was then decided to redesign the test section so that it was not only suction driven, but
assembled in differentmanner.

Identical dimensions were used for critical dimensions, including channel
dimensions, jet hole and countesre dimensions, and channel length. For this

configuration, however, atmospheric pressure air was drawn through the jets, and then
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out oneend of the channel, controlled and measured in a similar fashion to the described

pressure driven rig, as shownHRigure3-9.

- ~'

Blower
w/ bypass Flow meter Inlet Cross Flow
J inlet
\
b II. Clear Test Section

w/ ccd camera for
TSP recording

Figure 3-9: Suction Driven Flow Loop

Side walls were replaced for changes in channel height (Z/D), with all 4 walls
being held together with threaded studs, and all joints sealed with thin Teflon gaskets. At
X/D of zero, the channel is agaiapped, this time with a bolted end plate, sealed with
gaskets. At the downstream side of the channel, flow was drawn, again being fed through
a venturi flow meter and a flow control sectio@nce again, the removable cap at the
channel start allowed a smth channel scenario to be set up for rig validation.

Because of the nature of the suction rig, discharge coefficients could not be
measured experimentally as they were with the previous set up. However, as the
geometries are essentially the same, smiiacharge coefficients were used for this

model. These values were validated and adjusted by comparing measured mass flow
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rates to those predicted from the pressure profile tests. Identical measurement equipment
was used for this configuration.

With results from tests carried out with the first rig, to be discussed in a later
section,it was understood that the pressure variations around the circumference of the
channel were negligible. This, along with the fact that circumferential heat flux
variationshad minimal effects on calculated heat transfer coefficients, allowed for a
slight variation in heater and pressure tap set up.

Foil heaters, encapsulated in Kapton tape, were again used to supply a heat flux
on the surface. However, only the targetl dnside wall were instrumented, allowing
pressure taps to be permanently instrumented on the other side wall, in a similar fashion
to the previous rig. Heaters this time were construstéle2mm steel foil, created in
houseagain 1 diameter in width. TSP was painted against the test wall, and heaters were
firmly attached using double sided Kapton tape, with temperature drops between the
paint and flow surface accounted for. This value was typically on the order of 1 degree
Celsius, at a typical heat flux of 7000WnmHeaters were powered with a DC 12V (30A)
power supply, in parallel. A picture of the assembled test section is shokiguire
3-10. With the current set up, and considering room air as the inlet air, typical wall to jet

temperature differences on the order of320degree Celsius were easily achieved.
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Figure 3-10: Assembkd Suction Test Section

Identical instrumentation was incorporated into this rig, including inlet, exiting,
and wall temperature and pressure measurements. Again, a computer controlled
traversing system was used, however at a further disteggparingonly 3 total images
in the streamwise directiorExtremelyhigh resolutions were still captured, on the order
of 100 pix/mnf.

The remaining tests carried out on this rig, were intended to investigate pressure,
heat transfer coefficient, and the unifatyncoefficient distributions with variations in

channel heighand hole to hole spacing. @$e tests are outlined belowTiable3-2
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Table 3-2: Test Matrix B (Suction Driven)

Test Matrix B i
Case Avg. Jet %D | vio | /D No. | Heated
Re Holes | Surfaceq

15.4.1A | 17,000 | 15 4 1 5 |AorB A C
15.4.3A | 18,000 | 15 4 3 5 |AorB
15.4.3B | 45,000 | 15 4 3 5 |AorB
15.45A | 18000 15 | 4 5 5 |A ®
15.4.5.B| 45,000 | 15 4 5 5 |AorB

Tests conducted on this rig were designedntestigatesome of the remaining
parameters not fully explained during the first set of tests. This incliwddser
investigations into the ffcts on uniformity, as well as thermal performance
characteristics. By increasing the spacing of the holes (and thus decreasing the total
number of holes and mass flow rate needed), it is possible to explore possibilities in
removing similar amounts ofelat with significantly less coolant. This, as mentioned, is

one of the major concerns of turbine designers today.

3.2 Data Reduction

Data reduction took place at several stages during the testing process. Discharge
coefficients were calculated early on, évlled by flow distributionand friction factor
calculations, and finally heat transtemnd uniformitycalculations. Various other analysis
was also carried out for specific tests, in order to further investigate some specific
characteristicsEach proceswill be described below.

Uncertainties were determined using the KiMeClintock second power
relationship. Effects of instrumentation, data acquisition and calibration techniques, as

well as environmental variations were all accounted for in the asalyable3-3 shows
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the major relevant components of uncertainty, in Reynolds number and heat transfer

coefficient, worst case results are presented with a 95%dene level.

Table 3-3 Major uncertainty contributions

Re h f

Total Uncertanity (+) 8.50% 12.30% 8.73%

Uncertainty calculations included multiple pressure and temperature
measurements in order to reduce statistical measurement uncertainty, and corrections for

known biases.

3.2.1 Pressure Data

Discharge coefficients were calculated in the traditional fashion, as the r#im® of
actual flow rate to the ideal flow rate (calculated from compressible flow relations).
During testing, a pressure ratio, mass flow rate, and flow temperature were recorded.

Discharge coefficients were then calculated according to the followingi@guat

ma/Nh

K+1
_DZ*TT*P *<£)(2*K)* 2*K * 1 *
4 0 PO (K—l) R*TO

Cd:

K—1
(®) " - 1] @

With knowledge of the discharge coefficient, and the recorded pressure profiles,

local jet andcross flowmass fluxes were calculated. By rearranging the above equation,

it i's possible to solve for a si nstpfice | et
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pressure ratios and astatic temperature. The mass flow rate of tbeoss flow
approaching each jé&ication was simply the sum of the mass flahich exitedfrom the

upstream jets. Mass flux (G) was then defined by the following equation.

G=—
Acs ©)

With knowledge of the channel pressure and flow distribution, it ispssible
to calculate a representative channel friction factor so that it may be compared to that of a
smooth pipe. Comparisons between different configurations can then be made, allowing
some insight to the amount of extra work that has to be done amdbe high heat
transfer coefficients. This value should be representative of the frictional work required
to push the fluid through the impingement array and channel. The channel friction

factors are calculated according to:

_(Ppl_Pe)* Dcp
- 2
L 2pU @

f
The pressure drop includes the drop through the array, plus the work required to
push the flow out of the channel. The plenum density and the maximum channel velocity
were used for these calculations. For comparison, tasiuB solution for the friction
factor through a smooth pipe is used. This friction factor is deficedrding to equation

(5), where the maximum channel Reynoldsnber was used in the correlation.

fo =.184 x Re™1/5
(5
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3.2.2 Temperature Data

Heat transfer data processing was slightly more involved, however all calculations
were done in a traditional manner. Because testing was taken at sti@@dgonditions,
knowledge of the surface temperature, reference temperature, and applied heat flux is all
that is required for heat transfer calculationdeater material properties allowed for
corrections on lateral conduction effects and temperathemges across the heater.
Computations were carried out in a MATLAB code, so that every pixel of TSP data could
be analyzed individually. This resulted in full ficdéat transfer coefficieralculations.
Temperatures at each pixel location were detethbyanalyzing TSP images with an
in-housedevelopedcode. Heat loss to the environment was accounted for through
separate heat loss tests. The test channel was filled with insulation to prevent natural
convection within the channel, and then heatadew a no flow condition. Once the
heaters reached typical operating temperatures, power input was recorded, knowing all of
the produced heat is escaping into the atmosphere. Typical heat losses were on the order
of 1 percentdue to the thickow condutivity acrylic walls) Reference tengratures
were taken in 2 ways. The majority of the calculatimese carried out in the traditional
fashion, with thget supply temperature used as the reference temperature. To investigate
the effects of bulk tempature increases along the channel length, a second analysis was
carried out, where the reference temperature was taken as a calculated bulk temperature
calculated in several alternative way3his analysis accounts for the potential mixing
between thegts and the developingross flow Data processing techniques will be

discussed in the appropriate section.
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Heater resistances were measured and catalogued, and it was verified that there
were negligible thermal effects on the heater resistance. Dtesiong, the voltage
supplied to each heater was recorded with the digital multimeter. We were then able to
determine total and effective heat fluxes as in the following equations.

VZ
q" —
Rh *Ah (6)

q"eff =q"— q"10ss
(7
Finally we were able to compute the heat transfer coefficient at each pixel location as:

b= q erf

Heat transfer results were presented as both local surface plots, as well as

spanwise averaged plots, with the data being averaged as descHimpatar3-11.

Averaged HTC Data

Spanwise direction

Streamwise direction

Figure 3-11 Averaging Scheme

As discussed earlier, one important characteristic of these channels is the
uniformity of the heat transfer distributions. This value should give some sense to the
variations, abovand below the mean heat transfer coefficient. As mentioned, a similar
analysis was done by Javadi and Javadi (2008), however considering the variations about

the maximum effectiveness value. With small variations, the coefficient should approach
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1, andzero for large fluctuations. For the current study, the heat transfer uniformity

coefficient (UC) is defined according ¢gjuationg9).

v (h = h)?

h ©)

uc=1-

Uniformity calculations are presented in terms of logdeiributions spanwise
averaged plots, as well as channel averaged results. Spanwise averaged uniformity
coefficients are plotted with heat transfer distributions, on a segoags. This allows
for the direct comparison between the two calculated values. These results, together with

the heat transfer profiles, should give a clear picture of the performance of each channel.

3.2.3 Channel Performance

There have been limited studievhich consider the thermal performance of

cooling channels, witliew applying this concept to impingement cooling channels. This

is partially due to the fact that comparisons to smooth channel data is not necessarily
intuitive, nor is the development affriction factor definition. However, we would like

to make these comparisons, in order to effectively compare these configurations against
other available cooling schemesAn area averaged heat transfer coefficient is then
compared to a channel aveedgDittusBoelter estimate. Again, smooth pipe predictions
were calculated at the maximum channel Reynolds number. In order to compare the
effectiveness of the different cooling scenarios, a thermal effectiveness was defined,

assuming constant pumpingvper between the cases accordingdoiation(10):
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— hO
(f)1/3 (10)

0

n

Area averaged heat transfer coefficients were used, as well as makasartine
values (calculated at the channel exit), for this comparison. Although other methods of
comparison are possible, the present method allows for a fair comparison of the channel
configurations against a smooth pipe of equal total mass flow rdtelamnel cross

sectional area.

3.3 Experimental Procedure

Once knowledge of the discharge coefficient wasined, as described in the
previous section, pressure tests were conducted for each geometric case. Pressure
profiles allowed the determination of wuathe flow develops within the channel, and
should bring insight to some of the heat transfer data.

Pressure tests were performed before heat transfer testinogder to avoid the
effects of property changes with temperatu@nce all the thermocougleand pressure
taps were connected, testing began. The blower was started and allowed to run for 15
minutes so that it would reach steady operating temperatures. Total flow rates were
measured with the venturi flow meter. The flow rate supplied by ltweeb was nearly
constant, so the amount of flow sent to the test section was controlled by adjusting how
much flow bypassed the test section. This gave a good control over the applied flow
rates. Once the desired mass flow rate was achieved, and stasslyas verified,

pressure data was recorded. This was repeated for each channel geometry. Typical
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testing took 4 hours to set up the test section, and 1 hour to collect data at all of the
specified Reynolds numbers. The pressure ratio between therpknd atmosphere was
also recorded so that accurate conditions could be repeated for the heat transfer tests.

For heat transfer testing, the walls instrumented with pressure taps were removed
and replaced with solid acrylic wallsr the pressure driveng. With the suction driven
rig, pressure taps were simply capped so that no flow could pass throughRbegach
set of heat transfer tests, it was necessary to clean qadhtehe foils heaters. This was
necessary in order to avoid any TSP meament errors due tpaint degradationas
described in previous experiments in this facility (L2006) The locationsvhere the
heaters were attached for the first iteration of testizay be seen as blank spots in the
local heat transfedata. This was avoided during the second phase of testing, due to the
difference in heater assembly.

Before heat transfer tests began, an idea of how much of the heat generated by the
heaters is actually conducted out of the test section into the ambient, rathertahtue i
mainstream fl ow. This 6édheat | ossd rate wc
applied to each case. Heat loss tests were performed at steady state conditions. These
tests were carried out by filling the interior of the channel withdsied home insulation
(R-30), in order to eliminate natural convection that might occur within the channel. We
then apply a small amount of power to all of the walls, trying to maintain nearly uniform
temperatures (on the order of expected testing conditiaround the circumference.
Once steady state is achieved, we know that all of the heat being produced is being lost to
the surroundings, since no flow is present. This heat loss test is repeated for several

temperatures, and the results then comeldbr future use. Because of the great deal of

50



time required for steady state (on the order -&f lBours per temperature point), typical
testing took 3 days per geometry. Once complete, the insulation was easily removed and
heat transfer testing was g&al.

As mentioned earlier, TSP measurement techniques require a reference image,
taken at a uniform, known temperature. This was the first step in heat transfer tests. The
LED illumination strip was allowed to warm up (in order to avoid variations @ th
intensity). Then reference images were taken at all locations along the test section, and
the surface temperature was recorded. Uniform reference temperatures were verified by
the three thermocouples placed on each wall. The walls were then covepeeyent
paint degradation, and the heaters were all powered prior to starting the flow, at a low
heat rate. This allowed time for the test section to warm up, so that steady state could be
achieved faster. Once the acrylic walls were near typical tpgreemperatures, the
desired flow rate was achieved. Power was then increases and temperatures were
observed (by monitoring the thermocouples). Once desired surface temperatures were
obtained the channel was allowed to reach steady state (typicafly takthe order of 3
hours); defined as the point when the surface temperature of the channel remained
constant (within .25 deg C) for 30 minutes. At this point the wall covers were removed,
and TSP images were taken along the tested wall. Temperatmeslso recorded via
the DAQ and LabView. After the images were taken, the wall covers were replaced and
adjustments were made to the flow, or power input, before the process was repeated for
all tests on the current wall. Because of the requiremenurdorm temperature
distributions during capturing of the reference images, only 1 wall could be recorded per

run. A complete geometric case therefore took 3 runs (side, target, and jet plates). After
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6-8 hours of set up, including TSP painting, a ¢gbrrun took approximately 102 hours
to complete, including cameral/traversing system set up. A geometric case, therefore took
approximately 3510 hours to complete.

Variations due to the turbulent variations of the flow were also verified to have no
effect on the results, as the capture times of the camera were long enough that these
effects were averaged out. This, along with the rather slow response time of TSP, was
verified through the comparison of successive images showing variations similar in
magnitude to the acceptable noise levels. Capture times ranged from on the order of a

half of second, to 4 seconds, depending on the lighting and paint quality.

3.4 Test Matrix

The complete test matrix is shown belowTiable3-4. The tests were chosen as
to first explore some of the more genethhracteristics of the impingement channels,
such as effects of circumferential heating variations and bulk temperatiatovs.
This allowed proper adjustments to be made to the remaining analysis, investigating

effects of Reynolds number and channel configurations.
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Table 3-4: Complete Test Matrix

Complete Test Matrix
case |™V9%*® xpo | vo | zp No. | Heated| 4o
Re Holes | Surfaceq

5.4.1Ai A,B,C,D
5.4.1Ai | 17,000 5 4 1 15 |AB,C P.D.
5.4.1Aii B
5.4.3Ai 18,000 5 4 3 15 |AB,C,D P.D.
5.4.3Bi A,B,C.D P.D.
5.4.3Bii | 45,000 5 4 3 15 |AB,C P.D.
5.4.3Biii B P.D.
5.4.5Bi A,B,C,D P.D.
5.4.5Bii | 43,000 5 4 5 15 |AB,C P.D.
5.4.5.Biii B P.D.
15.4.1A | 17,000 15 4 1 5 J|AorB S.D
15.4.3A | 18,000 15 4 3 5 |AorB S.D
15.4.3B | 45,000 15 4 3 5 |AorB S.D
15.4.5A | 18,000 15 4 5 5 |AorB S.D
15.4.5.B | 45,000 15 4 5 5 |AorB S.D
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CHAPTER 4 TEMPERATURE SENSITIV E PAINT

Temperature sensitive paint (TSP), providesoavenientmethod for obtaining
full field temperature distributions nantrusively. Because this data acquisition method
employs data capturing through a scientific grade camera, excellent qualltg oas be
obtained from a carefullgxecutedtest. The method is also rather robust to varying
testing conditions, allowing consistent calibrationwestn different batches of paiahd
even lighting conditions. This allows for calibratidnshemadein a separate calibration
chamber, reducing some complexities of the test set TP is a luminescent paint
containing fluorescent molecules suspended within a binder. Luminescent coating
measurement techniques are a relatively new technology for wiaetitemperature
measurement. The fluorescent, or sensor, molecules undergo a luminescent transition
when excitedwith light of proper wavelength, described in by quantum levels in the
Jablonski diagramHRjgure 4-1). The reaction is temperature sensitive. The image of a
TSP coated model surface can be captured with a scientific grade camera and then
processed to obtain full field temperature distributions with very high reliabilfiye
preparation time of the techpie is shortallowing multiple configurations to be easily
tested The measurement system offers an economic alternative to conventional testing
methods using large number of thermocouples.-Cbhat TSP, purchased from ISSI Inc.,
was calibrated to high cauracy using calibrated thermocouple3he calibration
uncertainty of TSP was found t@ 110.93 °C over temperature ranges of 22 to 90 °C in
previous studiegLiu, 2006) Light of the proper wavelength is directed at the painted

model to excite the luma@scent molecules. The sensor molecules become excited to an
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elevated energy state. The molecules undergo transition back to the ground state by
several mechanismg$:or these paintshe predominant mechanism is radiative decay
(luminescence).Sensor moledas emit luminescent light of a longer wavelength than
that of the excitation lightas some of the absorbed energy is dissipated into the
surroundings Proper filters can separate excitation light and luminescent emission light
and the intensity of the toinescent light can be determined using a photo detector. The
excited energy state can also be deactivatedugh a quenching processeghe
probability of which is increased with increases in temperafuréhe case of TSP)
Through this important photephysical processknown as thermaduenching, the
luminescent intensity of the paint emission is inversely proportional to local temperature.
One is then able, through careful calibration, to deitee pixle by pixle temperatures
through conversions of ¢hrecorded intensity distributionsA detailed analysis and
description of TSP and PSP technologies has been presented by L6l (20Bigure

4-1: Jablonski energy level diagram (adapted from Bell, 2@8@d)gh the process for any
luminophore is described iRigure 4-1, the processes most probable in a temperature
sensitive pait mixture are highlighted, with the major process being the excitation to

energy level S1, and relaxation to the ground state SO.

55



Vibrational State > Internal Convession Tﬁwitcunn

Electronic State o — - Intersystem Crossing l Emission
i Vibrational
o v Relaxation
77 1T : Quenching
i +
L .
SJ L
— P | e —

ET| 'or

Figure 4-1: Jablonski energy level diagram (adapted from Bell, 2001)

The measurement process involves, after proper calibration, capturing a reference
image at a known temperature. Typically 4 successive images are taken and averaged to
reduce camera noise. One is then left with a map of known emitted intensities ana kno
temperature. Next intensities aoaptured during test conditiongjelding known
intensities at an unknown temperature. Calibration curves are constructed in the form of
intensity ratio (unknown intensity to reference intensity) versus temperattios ra
(unknown temperature normalized by a reference temperature). With the captured
reference image and temperature, and data image, one is able to back out local
temperature values through simple post processing techni@eskicing the data in this
ratio fashion allows a significant reduction in testing complekigyeliminating errors

due to variations in surface and lighting conditions
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CHAPTER 5 CFD ANALYSIS

5.1 Introduction

Although experiments are necessary to obtain an accurate understanding of these
channés, there are some aspects of the flow that cannot be easily captured without the
use of some numerical techniques.simple CFD model, although tgielding accurate
guanttative results, can give an important insight into the reasoning in the hedetrans
distributions. For example, much of the discussion on the side wall performance is based
off the assumption that the developed wall jet impacts this surface. However, this is only
conjecture until onean actually visualize the flows with CEFDAs discussed in the
literature review, current numerical techniques do not accurately predict heat transfer
characteristics for impingement channels. This is especially true at the locations of
impingement, where CFD software oyeedicts heat transfer valueblevertheless, flow
patterns and features are captured quite (E&lGabry, 2005). For the current stuchse
5.4.3B was chosen to be modeled and analyzed using these numerical techniques. This
should give a better understanding of how the flow behawthin the channel, especially
in locations where we ammncertain of the performancdhis numerical analysisnerely
intended as support for the experimental dail,allow a thorough description of the
heat transfer and fluid results that &mand experimentally. As the CFEesults are only
presented as a means of further understanding the physics of the flow, the scales have

been removed so that one is forced to focus on the physics described.
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5.2 Computational Domain & Modeling

The computational doain is intended to accurately represent case 5.4.3B,
including the plenum and exit into the atmosphere. As is done in the literat@alfBl,
2005) the domain is divided in the streamwise direction, along the center plane. This is
possible due to theysimetry of the problem, and allows for a reduction in necessary
resources. All meshing was carried out in Gambit, after importing geometries created in

Pro/Engineer. An image of the mesh is showRigure5-1

Figure 5-1: CFD Mesh (5.4.3B)

The plenum and exit were meshed with a coarser mesh than the test section and
jet holes. The plenum was sufficiently sized so ¢hahiform velocity approached the jet
holes. Meshes were densest at the test section walls, and coarser in the middle. Near the
wall, y+ values near 10 were used, although for acceptable hesfetraesults, y+ near 1
arenecessary Mesh independenand refinement studies are intended for future work.
The computational domain was constructed from hexagonal elements, in order to achieve
adequate mesh control and scaling capabilities.

A paved mesh was required to transition the mesh from the ciioylengement

jet to the rectangular channel. The details of this transition are highlighfeglire5-2.
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Figure 5-2: CFD Mesh Details (5.4.3B)

5.3 Numerical Model & Boundary Conditions

Commercial software (Fluentivas used to solve this complex 3D turbulent
model, using a finite volume discretization method. A realizadle kt u r bnodele n c e
using the SIMPLE algorithrwas used; using enhanced wall functions. This model was
used considering the results of-Ghbry (2005), where these conditions provided the
most accurate results for a similar case. However, in the literature, no side wall was
present, as both side bwlaries were set up as periodic. Initialization procedures
involved initializing the plenum with a measured pressure and velocity, and the test
section with an average measured pressure and velocity. Convergence was then
restricted to 18 on energy andontinuity, and 18 for all other variables.

Boundary conditions were set up such that the model represented as accurately as
possible the testing conditions measured during the experimental case. Boundary values

were set equal to measured pressures, temperatures, and velocities. Heat fluxt values a
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the wall were also set equal to those imposed during testing. These boundary conditions

and their set values are showrFigure5-3.

Mass Flow Inlet
(.037kg/s @ 111.7kPga)

Heat Flux from Walls Pressure Outlet
(10000 W/n?K) (101kPa)

Figure 5-3: CFD Boundary Conditions

Turbulence intensities at the entrance and exit were set at 10%. Adjustments were
made to this value with insignificant effects on the results. This is expected, as the
experimental results (Hoogemaln, 1977) show these effects are small. Al
computations were run on the UCF MMAE Biot server, typically taking 4 hours to

converge at 1600 iterations.

5.4 Flow Field Results

As is typical with numerical results, convergence was achieved for the fluid
secton much more rapidly than for the energy criteria. This is expected, as the addition
of the energy equation introduced additional complexities to the solution. The solution
was allowed to run initially without the energy equation activated, as to prémide
quicker convergence.

Before examining detailed flow field results, a comparison of the pressure ratio

distribution and jet mass flux distributions were made, between the numerical and
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experimental results. Agreement here would give ample confidanmar ifluid results
as is necessary when considering numerical resililiss comparison is shown kigure

5-4 andFigure5-5.
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Figure 5-4: CFD Pressure Ratio Comparison

From a comparison of calculated and measured pressure ratios, we see a slight
difference between the two, with aximum differences still within experimental
uncertainty. Also, the CFD results cross through experimental results, around the half of

the channel length.
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Figure 5-5: Normalized Mass Flux Comparison

As the pressure ratio is the driving force behind the jet velocity distribution, we
expect similar agreement. Again the results cross around the middle of the channel, with
agreement along the remainder of the chamwvighin experimentaluncertainty The
experimental trend is also represented weldcept around jets-2, where the initial
decrease in jet velocity is exaggerated in the numerical results. Examination of the flow
results will provide insight into the heat transfer behaviors.

A static pressie distribution along the channel symmetry plane is shown in
Figure5-6. From this plot several details are exposed. As determined experimentally,
the static pressarwithin the channel is uniform in the spanwise direction, except for
some small regions around the jet entrance. There is also some evidence of jet deflection

from this plot.
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Figure 5-6: Symmetry Plane Satic Pressure Distribution

A distribution of the total pressure contours will give some insight into the heat
removal capabilities of the various jet8s thecross flowdevelops the jet potential core
is no longer able to impact the surface; due to dafle and mixing with the mainstream
flow. The arrival velocity of the flow, and thus its ability to remove heat, is reduced.
This is an effect of the viscous effects deteriorating the jet before the potential core can
impact the target surfaceFigure 5-7 shows these results. Once again, there is some
evidence toward the jets being deflected bydtwss flowin the downstream regions, as
was hinted at during thexperimental results. It is also obvious now that the first few jets
are able to successfully impact the target surface, as the total pressure from the plenum
extends all the way to the surface. This suggests that these first few jets are not degraded
from the viscous effects of th@oss flow Comparing these to the downstream jets, we

see their impact is significantly reduced from these viscous effects.
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Figure 5-7: Symmetry Plane Total Pressure Contours

These pressure contourslp clarify the jet flow characteristicand the reason for
the degradation of the jet performance in the downstream direction. Examination of the

velocity contours should further contribute to this.

Figure 5-8: Symmetry Plane Velocity Magnitude Contours

As shown in the averaged results, the jet velocity distribution matches
experimental results quite well. FroRigure 5-8 we see a slight increase in the jet
velocity in the downstream direction, due to the increased pressure ratiosto3si#ow
velocities also continuously increase in the downstream direction, as is required by the
mass coservation. Thiross flowalso tends to deflect the last few jets, keeping the
maximum velocities in this region from impacting the target surfétas.evident theres
an obvious transition from an impingement dominated flow to one that is preddiyinan
controlled by thecross flow as the last few jets do not contribute to the heat transfer
through impingement. Their contribution, however, is through the introduction of
additional turbulence and kinetic energy, as is showkFignre5-9 andFigure5-10. The

results also validate our plenum design, as velocities in thisirege negligible.
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Figure 5-9: Symmetry Plane Turbulent Kinetic Energy

As increased kinetic energy means increased velocities, neglecting density
changes, increases in this magnitude should result ineased heat transfer
contributions. As alluded to previously, the last few jets still aid in augmenting heat

transfer through the addition of turbulence and kinetic energy.

Figure 5-10: Symmetry PlaneTurbulence Intensity (%)

Similar effects are seen Figure5-10, where the turbulence intensity of the last
few jets is greater than the upstream jets. This tends to increase the turbulence through
the span of the channel in this region, leading to iveligt high levels of heatransfer,
without successfuimpingement. Through examination of the velocity vectors, further

details into the flow should be revealed.
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Figure 5-11. Impingement Channel Velocily Vectors

From Figure 5-11, similar to the previous plots, we see the large difference in
magnitudes between the impingement velocity and the channel flow veldtitp. as
discussed previously, the increase in channel flow tends to deflect the downstream jets.
The quality of the plenum design is also confirmed, as the velocity is low and uniform
throughout. A close up of various regions should provide furtherhpsigth the first

few jets shown ifFigure5-12.

g
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Figure 5-12: Velocity Vectors: Jets 13

From this view, the devetonent of the wall jet, as hinted at earlier, is now very
clear. The region before the first hole is also interesting, as we see how the flow
circulates here, most likely picking up a great deal of heat. Local heat transfer plots from
experimental resultsalso showed very low heat transfer coefficients in this region
(consider case 15.4.3 for example). Recirculation is also visible in the spanwise
direction, which results after the wall jet has collided with the side wall. This should help
promote heatransfer on these surfaces. This recirculation, however, should be very
sensitive to effects froraross flow as we will see in later resultfigure 5-13 shows

another view of this recirculation.

v
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Figure 5-13: Velocity Vectors: Upstream Circulation

Here the degradation of this spanwise circulation is clearly visible. Around the
upstream jets the wall jet a&ble to impinge the side wall and circulate back toward the
jet. However, as theross flowbecomes significant, this circulation is prevented, and the

flow is predominantly directed in the downstream.

Figure 5-14: Velocity Vectors: Jets 1214

The deflection of the wall jets by tloeoss flowis clearly shown irFigure5-14.
At these last few jets, there is no reallet formed in the spanwise direction. The jets
are not able to impinge the surface directly, becausertiss flowmomentum is great
enough to deflect the jets significantly. However, although the wall jets no longer are
able to contribute to the hemansfer on the side walls, the higloss flowvelocities do
as will be evident in the results.

Numerical analysis also allows a rimtrusive calculation of the air temperatures
within the channel, allwing comparisons againdiscussios regardingbulk temperature

models. This distribution is shown ifigure5-15.
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Figure 5-15: Air Temperature Distribution

As isassumed in the literature, for the majority of the channel, the jet temperature
is the driving temperature, especially in the upstretagnatiorregions. However, there
is evidene of bulk flow heat pick up This is especially true in the region upstneaf
the first jet, where the lowest heat transfer coefficients were typically seen using a jet
reference temperature. It is obvious from this plot that the presented models give crucial
insight into the behavior of the bulk flow temperatuaed descritethe importance of

understanding and predicting this behavior.

5.5 Heat Transfer Results

As mentioned, current numerical methods are not able to accurately predict the
heat transfer performance of an impingement channel cooling sckdGalgry, 200%.
Howe\er, the overall trends are accepted, and still are able to give insight into the flow.
An overview of the channel performance is showifrigure5-16. In order to mintain
uniformity between numerical and experimental calculations, a custom field function was
created in Fluent to calculate heat transfer coefficients. This definition is identical to that

used in the experimental sections.
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Figure 5-16: Heat Transfer Coefficient Distribution

From initial observation®ne noticeshe upstream jets successfully impinge the
target surface, and are soon dominated byctbes flow Wall jet impingement is also
visible on he side wall in the upstream regions, and again tends to be overcome by the
cross flowaccumulation in the downstream regions. In the downstream region, increased
heat transfer levels near the center of the channel are evident. The poor performance
before the first jet is also evident, as was alluded to in the preceding seétictoser
examination of these profiles is showrFigure5-17 andFigure5-18,
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Figure 5-17: Target wall heat transfer coefficient contours

The deflection of the stagnation point isatly visible in these images, as well as
the additional benefit of the last few jets in the downstream regions. There is an obvious
transition from a region purely dominated by impingement effects, to one that has

competingcross floweffects as well.
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Figure 5-18 Side wall heat transfer coefficient contours

The transition from impingement dominated flow to a competing flow is evident
on the side wall as wellAs is expected witltross flows of high veloties, the last few
jets experience high heat transfer coefficients across the span of the wall. This is a more
uniform distribution than is seem upstream where the jet effects are dominating. With a
thorough understanding of the behavior of the flowlear analysis of the experimental

results is possible.
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CHAPTER 6 FLUID ANALYSIS

6.1 Introduction

Before one is able to fully understand the heat transfer behavior of these cooling
schemes, it is necessary to have some insight into the way the flow behaves within the
channel. This not only involves understanding how the flow rate is distributed across the
array, but also how much pressure hsagquired to push the flow through the channel.
With this information, it should be possible to make some conjecturesvintaghe heat

transfer distributions behave as they do.

6.2 Discharge Coefficient

As mentioned earlier, discharge coefficients measured during the first round of
testing were applied to the second test rig, and adjusted slightly so that calculated mass
flow rates were equal to measured values. As stated in the literature (Florshuetz, 1983
for example), this value is expected to remain nearly constant over the pressurgetatios
Reynolds numbers, and cross flow jei mass flux ratiosof interest to gas tbine

applications. The discharge coefficient results are shown belBigune6-1.
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Figure 6-1: Jet Plate Dischage Coefficient

The G trend was nearly constant between thstedpressure ratio values of
1.008 and 1.108. The average value was calculated to be 0.85J0@)! A constant £
is necessary in order to accurately use the model developed by Florqdi®8tjz The
fact that the discharge coefficient is constant over this range of pressure ratios is
expected, as this trend is seen in the literature. Effectos$ flowshould be negligible
on the discharge coefficient, unless the mass flux ratioseofross flowto jet (G/G))
approaches unitgFlorschuetz, 1983)The presence of the walls, the target as well as the
side walls, leads to concern of potential effects on the discharge coefficient. The added
effects of cross flow only increase this coeen. However, the work performed by
Florschuetz, suggests tlabss flowand channel height effects will have no effect on the
discharge coefficient when the channel height was larger than 1 diaoretiee, cross
flow to jet mass flow ratio did not exakesome critical value. Beyond this critical value
at small channel heights, the discharge coefficient tends to decrease slowly, until the

mass flux ratio exceeds unity. Beyond this point the discharge coefficient cannot be
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assumed to be unaffected by tmess flow Minimal effects from this were only seen for
Case 5.4.0f this study, and have thus been neglec®egarding the side wall presence,
consistency between calculated mass flow rates and those measured by the flow meter

confirmed our choice of discharge coefficient.

6.3 Flow Distribution

As previously mentioned, pressure tests were conducted to find theurpress
distribution throughout the test sectioAlong with the discharge coefficient and channel
parameters, it was then able to determine the jet and cross flow distribution within the

channel.

6.3.1 X/D 5 Flow Results

For the X/D of 5 cases,rgssure data wasathered for both the right wall and
target wall, and it was observed that the pressure distributions were nearly equal, as has
been observed in existing literatyfelorschuetz1980). Figure 6-2 shows the pressure
ratio profiles obtained for each case with an X/D equal to 5 hole diameters

The pressure profiles famases$.4.1 and 54.3A were similar until 60 X/D where
the case 5.4.1pressure ratioglimb higher and theCase 5.4.8 data remains nearly
linear. The two cases had similar Reynolds numbers at ~17,000 which corresponds to
where the two curves are very close together and linear. The pressure ratio values of
Case 5.4.1which has the smast Z/D of 1, begin to increase at 55 X/D. This is due to
the fact that as X/D increases, the amountross flowincreases in a nelmear matter.

The channel height is so small that tttess flowaccelerates more than any other case,
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and there is a vg large pressure drop for the downstream jets. In conCasg 5.4.8

remains nearly linear even at the last few jets, due to the larger Z/D of 3.
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Figure 6-2: Pressure Ratio Profiles

The pressure ratitor cases 3.3 and5.4.8B are similar, which, as mentioned
above, is related to their common Reynolds number ¢®0@8 Their difference in
geometry becomes evident at the last few jets, again, @aite 5.4.B having the
greatest pressuratio at the endof the channeand also a lower Z/D of 3 as compared to
Case 5.4.5vhich has a Z/D of 5.

For Case 5.4.1the pressure drop across the channel was so great that due to
structural limitations of the rig, the high Reynolds number case could not be rilmatfor
configuration. The maximum channel Mach number was neadysidered
compressible, at 0.18, with a Reynolds number of 17(Case 5.4.1

The ratio of the jet mass flux and average jet mass fluG{z, was calculated

using the obtained Lvalues and the one dimensional model developed in Florschuetz
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(1981). This model was then compared to the measufksl.(z based on measurements

made in the pressure profiling test and thg¢egSt and shown iRkigure6-3.
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Figure 6-3: Jet Mass Flux Distributions

Figure6-3 shows thatCase 5.4.8, 5B, and 6 are nearly linear and very similar in
their G/Gjayg values. These cases fall closely to the model developedFlbyschuetz
These cases also resemble dines shown by Florschuetz that have similar geometrical
parameters.The cases also have a similar pressure profile, which is also mostly linear.
This suggests that there is little interaction between the jets in the spanwise direction, as
only 1 row wadested in the current study.

Case 5.4.1as mentioned earlier, has the smallest Z/D value, and thus has the
greatest acceleration ofoss flow which can be seen in the pressure ratio plot and the
Gi/Gjavg plot. In both cases, the curve follows a mexponential trend. Florschuetz also
notes this for their smallest Z/D case, also equal to 1, which exhibits a similar behavior.

Next, an estimated ratio afross flowmass flux to jet mass flux (&) was

found using another equation developed in the mbyd-lorschuetzCross flowmass
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fluxes (G) were calculated from the collected experimental datgdG;Gvalues
determined experimentally plotted against the models developed by Florschuetz, shown

in Figure6-4.
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Figure 6-4: Normalized Cross flowMass Flux Distribution

Figure 6-4 shows that cases.%b3A, 5.4.38, and5.4.5B follow a nealy linear
trend that increases as X/D increases. This follows {l®.(g data, which is also nearly
linear. Case 5.4.las in Florshuetz(1981)has a nofinear trend. At low X/D values,
GJ/G; increases sharply until X/D of 35 where it flattens out at ~0.85. The experimental
data does not follow the model as well as in the other three cases. This was also true in
FI or s c h a ot caseswittdZD of 1. However, in the case of this pdpase
5.4.1, the data deviates much more. This is a result of a combinaticross flow
acceleration and the flow nearly reaching compressibility. Florschuetz(£98&)did a
follow up study on the effects afross flowon G,. Their work found that at &5; values
near and above unity,f&ctually starts to decrease. This discrepancy is most likely the

largest contributor to the variations kigure 6-4. This deviation, however, will not be
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explored further, as it does not change the results significantly, and the overall trend is
still apparent.

Because of the development of cross flow, the channel pressure decreases with an
increase in velocity within the channel. This negative pressure gradient is required to
push the exhausted jet flow out of the channel. As the plenum pressure is heldtconst
a variation in pressure ratios then exists, which results in a variation in the jet and channel
Reynolds number in the downstream direction. The jet mass flow distributiocr@sxd
flow development balance each other within the channel. This tastc is captured
in the previous figures, but can also be represented in the form of Reynolds number
distribution along the channel for both the jet and channel, showigure 6-5. The
channel and jet Reynolds numbers are defined by their respective diameters, and the
channel Reynolds number is that which exists up to the particular jet. This plot will aid
in explaining thermaperformanceof each channel, asétfReynolds number is used for

baseline comparisons.
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Figure 6-5: Reynolds number distribution (X/D=5)

6.3.2 X/D 15 Flow Results

Similar tests were carried out for the cases with a 15 diameter jet to jet spacing.
Due to experience from earlier tests, results were expected to match those presented in
the literature, regardless of the presence of the side Riglise 6-6, shows the pressure

ratio profiles for each of these cases.
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Figure 6-6: Pressure Ratio Distribution (X/D=15)

The distributions are much more consistent for these cases, simply due to the fact
that the amount ahass input into the main channel is only one third of the previous case.
Considering only the effects of the main channel, one expects a lower channel pressure
drop (and thus less variation is pressure ratio) for a lower mass flow and velocity.
Nevertheéss, we see that the tallest channels yield the most consistent distributions,
while the smaller channel height has more variation in the downstream direction due to

the acceleration and velocity of theitlu
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Figure 6-7: Jet Mass FluxDistribution (X/D=15)

Once again, in order to get a sense of how the flow is distributed amongst the jets,
Figure6-7 shows the jet madtux distribution, normalized by the average jet mass flux.
Similar to before, we see the effect of the decreasing channel height is to create a more
nortuniform jet distribution. Similar physics lead to this effect, most importantly the
larger increasen cross flowvelocity in the downstream direction leads to the larger
variation in channel pressure in the downstream direction. With the larger channel
heights, thengestedmass flow does not lead to high veloaiyss flove because of the
large crossectional area in the channel. At the extreme heightsrtlss flowvelocities

are low enough to create a minimal variation of channel pressure.
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The nonlinearity of the jet mass flux distribution is once again expected to show
up in thecross flowmass flux distribution (normalized by the local jet mass fluk)ese
results are shown ifigure 6-8. As expected, the smallest channel height yields the
largest variations igross flowmass flux (and thus velocity). As expressed earlier, this is
necessary in order to maintain continuity in the small channele whass is being
periodically ingested. Minimal variations anoss floware seen as the channel height is

increased, as the velocities in these channels are not required to be as high.
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Figure 6-9: Reynolds Number Distribution (X/D=15)

Figure 6-9 presents the flow distribution in terms of Reynolds number
distributions, both being defined based on their corresponding hydraulic diameters, up to
the listed hole. Immediately one shouldtine that the channel Reynolds numbers are
not as high for the current cases, as is expected due to the lowered totdbwaate.

The Reynolds numbers within the channel are consistently lower than the impingement
Reynolds numbers, again suggestingimal effects due taross flowfor the cases with

X/D=15.

6.4 Friction Factor

As discussed earlier, a friction factor was computed for each channel, and
compared to the smooth channel estimate, calculated at the highest channel Reynolds
number. The resultshould give some insight into losses associated with each channel

configuration for comparisons with other methods of cooling.
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6.4.1 X/D 5 Friction Factor

The normalized friction factofor the cases with a Biameter jet spacings
plotted inFigure6-10. We can see from this plot, that as the cases progress, the friction
augmentation is increased. Several factors contribute to this, including the definition
itself. It isinteresting to note that althou@ase 5.4.5hows a friction factor that is less
than the smooth channel prediction, the largest pressure ratios were required to achieve
this flow rate. This is a direct result of the flow distribution within the chanrdle
cross flow develops most rapidly, with some of the largest velocities overall, near the
channels exit. As the calculated friction factor is normalized by the predicted value at
this location of maximum velocity, the augmentation is less than uhlitywever, with
the remaining cases, theross flow distribution is much more uniform, as shown
previously, resultingn less drastic variations in velocity. The cross flow within the
channel foicCase 5.4.5for example, increases linearly, so that trespuare drop along the
channel consistently increases. However, as the channel height is reduced, the variation
along the channel becomes greater, affecting the calculated friction factor along the
channel. The effects of this distribution will becomesiapparent when considering

the thermal effectiveness of the channel.
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Similar results were expected for the 15 diamegfeaced jets, although the
variations from case to case would be less due to the decreased amorassdiow
present in the channel hese results are presentedrigure6-11, were we see that as the
channel height, and Reynolds number are increased, the friction augmentation increases
as well. As discussed previously, this is in part due to the definition, which calculated
nominal values at maximum channel comis. As the channel height is increased and
channel velocity is reduced, this predicted value is also reduced.

pressures are still required to drive the flow across the jet plate, yielding large

augmentations.

6.4.2 X/D 15 Friction Factor

85

However, similar



160

144.6
140

120 110.2

100

2.6
0 *

15.4.1A 15.4.3A 15.4.3B 15.4.5A 15.4.5B

Figure 6-11: Normalized Friction Factor (X/D=15)

It is apparent, however, that changes in channel height play a larger role than
changes in Reynolds numbers. This again suggests that the friction augmentation is
mainly from the jetplate, and less so from the pressure drop required to driverdbe
flow out of the channel. Increases in Reynolds number do, as expected, provide for
additional pressure losses, especially as the channel height is increased. These
representations dhe pressure drop across the channel point out the fact that the cost for
the resulting high heat transfer coefficients come about in the increased pressures
required to drive the flow.

When considering the results discussed above, it may initially beudlifto
accept an enhancement of almost 600 over smooth pipe predictions (case 5.4.5B).
However, this is purely a result of the definition employed here which thus requires some
further discussion. Because both our baseline friction factor, and oufatattfriction

factor are dependent on the flow velocity within the channel, the results are very sensitive
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to both the channel height, and the amount of flow within the channel. The friction factor

is then not only a function of the array geometry,dso the channel dimensions, as well

as the total mass flow rate within the channel. These effects are apparent when
considering the enhancements among the various cases, with the largest values being
seen for the tallest channel size with the largestscflow velocities. The length of the
channel is also expected to be a dependant parameter, as both the amount of ingested

flow, and the additional pressure drop required within the channel are affected by this.

6.5 Viscous Dissipation Effects

As the currat experiments are carried out in the incompressible flow regime,
with maximum jet Mach numbers on the order of 0.2, and with a relatively low Prandtl
number working fluid, the heating effects of viscous dissipation are expected to be small.
The largest #ects would be expected near the last jets, where the velocity gradients
would be the largest, considering the presented CFD results. The effect of viscous
dissipation would be to increase the adiabatic wall temperature beyond the measured
static temperares that are used in the heat transfer coefficient calculatidms.is most
noticeable with high viscosity fluids, where the viscous stresses act to diminish the
energy of the flow. The effects also become pronounced as the velocities become
increasngly high. These effects are not typically considered in the literature, as the
majority of applications are with low viscosity fluids. However there has been some
work, (Li, 1997 for example), investigating the recovery factor and viscous dissipation
trends for high and low viscosity fluids. The two effects are coupled, as the recovery

factor is dependent on the viscous dissipation trends. It has been shown through these
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works that viscous effects are greatest right outside the impingement locatioatean
highly dependent on the viscosity and Prandtl number of the fluid.

In order to justify neglecting these effects in the current study, the potential heat
up of the fluid due to viscous effects is considered for cases 5.4.1A through 5.4.5B,
consideing average conditions. This is done by considering both the recovery factor
effects on the adiabatic wall temperature, and the viscous heating effects resulting from

the pumping power that is transferred to the flovnese results are shownTiable6-1.

Table 6-1: Viscous Dissipation Calculations

% of measure % of measure
Case |n ¢ QTt 0 ne¢  goNgs 0
54.1A 0.9 2.6 0.5 1.4
5.43A 0.3 0.9 0.6 1.8
5438 2.6 7.4 3.2 9.2
5.45B 2.6 7.4 3.4 9.6

As expected, especially for the lower Reynolds number cases, negldwating
potential heat up of the fluid introduce small errors. This is explained by considering the
average static temperature rise due to pumping work being transferred to the fluid. This
is done on a global scale, considering the average work requipedo the jets into the
channel, and the resulting static temperature rise that is accompanied with the velocity
increase from the plenum to the jet. We see that for the low Reynolds number cases, this
results in a maximum 2.6% error in calculated tempeeatifference. For the high
Reynolds number cases, the effects are slightly more significant, on the order of 7.4%,
considering the typical measured wall to jet temperature difference of 35K.

Further confidence is established when considering the ehiferin temperature

betweenthe measured static temperature and the adiabatic wall temperature, using
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recovery temperature calculations. Using a flat plate turbulent flow recovery factor,
which is a function of Prandtl number, one is able to determineliffexence in these
temperatures. Again, similar trends are seen, with minimal effects seen for the lowest
Reynolds numbers. Temperature differences are less than 1 degree for these cases, which
is less than the standard uncertainty of the thermocouptss in these experiments. At

the higher Reynolds numbers, the effects are still relatively small. This establishes

further confidence in the data reduction techniques carried out in the current study.
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CHAPTER 7 HEAT TRANSFER RESULT S

7.1 Introduction

Heat transfer data is presented as both local heat transfer coefficient plots, as well
as spanwise averaged plots. Validation results will be presented first, follmyvad
discussion on the potential effects of channel flow temperature increbiseseasoning
and proposed methods of channel flow temperature prediction will be given, followed by
an investigation into their effectsCircumferential heat flux variationwill then be
investigated, in order to prove negligible effects on heat transfetgedud to these
variations. These results will help guide future testing procedures. A discussion on the
applicability of existing correlations to the area of narrow impingement cooling will help
highlight areas where the side walls are highly influéntihanging the predicted heat
transfer results. In order to get some sense of how channel geometries can potentially
lead to thermal stresses, the uniformity of the heat transfer distributions will be discussed.
Finally, with the presented data, a thalmperformance factor will be calculated, so that a
fair comparison between channel performances can be made. This discussion in itself is

unique, since many of the comparisons made have not yet been presented in the literature.

7.2 Rig Validation

In order b assess the accuracy of our measurement techniques, it was necessary to
validate our test set upThis was done, as mentiondoly creating a smooth channel
scenario to be compared against some of the well accepted correlations available in the

literature (Gnielinski and DittusBoelter (Incropera, 2002)) Both rig iterations were
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validated individually, with acceptable resultmitial testing also involved ensuring all
jets were performing similarly through Pitot probe traversing. Testing symmetry was
also verified through the comparison between TSP measured temperatures and

thermocouple measured temperatures on opposing walls.

7.2.1 Pressure Rig

Heat transfer measurement techniques were validated by setting up a pure channel
flow scenario by plugging the jetoles, and introducing onlgross flow into the
impingement channel. An entrance section of 30 hydraulic diameters was used to allow
the flow to become hydrodynamically fully developed before entering the heat transfer
test section. The flow rates wemeeasured with a low loss venturi flow meter. The
calculated heat transfer results were compared against accepted pipe flow correlations
(Gnielinski and DittusBoelter (Incropera, 2002)). Fluid bulk temperature for the
validation case was assumed to iase linearly across the test section from the inlet to
exit air temperaturesThis was validated through energy balance considerati®undace
and spanwise averaged plots of the resulsiag wall heat transfer coefficients for the

validation test areeen inFigure7-1.
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Figure 7-1: HTC Validation Results

The results give great confidence in our experimentalgeas the flow becomes
fully developed around 10 diameters, and settles nicely within the uncertainty limits of

the two correlations. Similar results are expected with the suction driven rig.

7.2.2 Suction Rig

Similar to the pressure driven rig, the suctiog was also validated under a
smooth channel cooling schemset up in a similar manner. However, no entrance
section was used in this section, so that the hydrodynamic and thermal boundary layers
start at the same position. A small grommet was createdfatlay at the entrance to

reduce some of the vorticity generated at the entraflce.same correlations should hold
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in the fully developed sectionAgain results were compared to known correlations, as is

shown inFigure7-2.
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Figure 7-2: Validation 2 Results

Once again the channel behaves as expected, settling right around predicted
values. The developing portias slightly longer than for the previous case, a result of
the lack of a hydrodynamically developed entrance flow. Nevertheless, these results

build confidence in the remainimtiscussions

7.3 Constant Reference Temperature Results

Traditionally, impingement channel heat transfer reseea@tulates heat transfer
rates using the jet temperature as the required reference temperature. This normally does

not introduce any significant errorsincethe high speed jets have little time pick up
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heat as they impinge the surface. The driving temperature difference is then
understandably chosen as the jet to wall temperature difference. This is not only
convenient, but also realistic as has been shown in the literature. The followittg re

present data calculated in this fashion.

7.3.1 X/D 5-Constant Reference Temperature
7.3.1.1 Target Wall

Target wall heat transfer profiles are showrFigure7-3. From thislocal data,
the effect of the accumulation ofoss flowcan be seen; which has been discussed in
previous literature. The distinct stagnation point becomes less evident, while the overall
spanwise heat transfer coefficient becomes more uniform as oresrdownstream for
all cases. The majority of the existing literature has studied channels with fewer
impingement holes. We see from this data that&ses.4.1A and 54.3A (Figure7-3),
the cross flowvelocity was great enough to produce appreciable heat transfer, even
without the direct influence of the jets, for all Reynolds numbers. Howease 5.4.B
results show a flat profile once tlceoss floweffects hae dominated the impingement
effects. This is most likely due to the tall channel size, which would produce slower
cross flowvelocities. Also evident from the /&; plots is the buildup o€ross flowis
less significant forCase 5.4.B. Case 5.4B tenced to produce the poorest jet
performance, as the large Z/D prevented proper impingement. This is evident when
comparing taCase 5.4.B, where stagnation points are seen for several X/D downstream.
An unusual effect was seen fGase 5.4.A, where thecross flowactually producedheat

transfer coefficienvalues higher than the initial impingement values. This is due to the
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significant amount ofcross flow near the exit of this channelFigure 7-4 presents

spanwise averaged heat transfer coefficients for the target plates.
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Figure 7-3: Impingement Plate HTC

From Figure 7-4 we see the expected peaks from the jet stagnation from X/D of
zero to 4550 for all cases. However, beyond this point no significant peaks are seen, as
the cross floweffects hae dominated the jet effects. The developangss flowalso
slightly shifts the heat transfer peaks slightly downstream after a few X/D, as well as
causes the impingement peaks to decrease with increasing X/D. As mentioned
previously, we see the benefit the smaller Z/D foiCase 5.4.A, as the accumulated
cross flowhelps increase the heat transfer coefficient toward the channel exit. However,
although the impingement effects are not as drasticClse 5.4.B, appreciable heat
transfer values are dtibbtained for the first few jets. As expected, the smallest Z/D

produced the most uniform impingement peaks. Peaks are also evident beyond X/D of
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50, althoughcross flow effects seem to have dominated the flow. Just as was seen
previously, after signi€ant accumulation otross flow the heat transfer coefficients
begin to increase again, despite the lack of stagnation points. Also as was seen in the
previous comparison, the smaller Z/D provided a larger increase in exiting heat transfer
coefficients. These values even surpass those of the first few jets, which is initially
surprising. However, after considering the large velocities of the exiting flow, the results

seem reasonable.
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Figure 7-4: Target Wall Spanwise Averaged Results

7.3.1.2 Side Wall

FromFigure7-5 andFigure 7-7 we see the local heat transfer coefficients for the
right walls, considring a constant bulk temperature. We see initially the right wall
suffers from very nomuniform heat transfer, with the lower portion of the wall having the

highest heat transfer, primarily a result of the wall jets on the target plate, formed from
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impingement. These results seem to be largely affected by the Z/D. For ex@agae,
5.4.1A it is initially very evident where the wall jet is interacting with the side wall. Only

after significantcross flowhas developed does the profile become uniform.
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Figure 7-6: Span-averaged heat transfer distribution (X/D=5,A)
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Figure 7-7: Side wall Sparaveraged HTC(X.D=5, B)

For the larger Z/D cases near the first few jets, the bottom portion of the right wall
has comparable values with the exiting portion. Asdiuss flowdevelops, this peak
diminishes, most likely due to the interactions betweerctbss flowand the wall jets.
However, the increase oross flowleads to an increased heat transfer in the downstream
direction. Cases 3.3A and5.4.5seem most similamhile cases 5.4A and 54.3A also
exhibit similar behaviors. This suggests that there is an optimal jet Reynolds number Z/D
combination that would provide uniform heat s#er results on the side walls.

The effect of thecross flowdeveloping also lead® theheat transfer coefficient
increasing almost linearly after X#20 for all cases excepfase 5.4.B. Before this
point, however, the heat transfer coefficient is almost constant for all cases.C&xay
5.4.1A has obvious peaks resulting from tingpacting jets. For both comparisons, the
smaller channel size produces higher heat transfer coefficients, as is expected due to the

increasectross flowvelocities. Interesting to note, however, is the fact @este 5.4.8
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yields almost entirely corett values across the entire length. This would be ideal for
designers seeking to produce uniform sidewall temperatures. Also worth noting is the
rate of increase iheat transfer coefficierfor Case 5.4.B after X/D=50. This must be

the result of therapid increase ircross flow for this case, which directly leads to

increased velocities and results higheat transfer coefficients

7.3.2 X/D 15-Constant Reference Temperature

It is important for designers to not only design a system which can effectively
cool the components below safe operating temperatures, but to also do so efficiently. The
next logical step in the investigation is then to see the effects of reducing the number of
impinging jets, while maintaining a constant average jet Reynolds nun#marthese
cases, the jet to jet spacing was increased three times, thus reducing the total mass flow

rate by a factor of three.

7.3.2.1 Target Wall

Figure 7-8 highlights theheat transfer distribution for the cases with a jet to jet
spacing of 15 diameters. Immediately one notices the effects of the reduced levels of

cross flow as all 5 impingement locations are clearly visible in these local distributions.
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Figure 7-8: Target Wall Heat Transfer Coefficient Distributions (X/D=15)

From this figure, it is evident that the middle channel height (Z/D=3) performs the
best at all Reynolds numbers. It is also interesting to note the similarity in the profiles
between case 15.4.3A and 8thoughthe levels of heat transfer are differenthis
suggests that the impingement height plays a dominating role for these configurations.
However, considering case 15.4.5A and B, the differences are greater. This suggests that
at the taller channel heights, the jet approach velocity has beerededuocreasing the
dependence on the jet Reynolds numbekt this large spacing, we also see the
degradation of the jets, a few diameters downstream of each impingement location. This
is expected to create large variations in the uniformity distributiobe discussed later.

Also evident in these plots, is the deflection of the impinging jet and the wall jets from
the cross flow Thecross flowis forced to flow around the jet, deflecting the spread of
the wall jet in the downstream direction. Impangent locations are also very evident,

with distinct peaks at the stagnation locations.
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Figure 7-9 shows similar details, with impingement peaks clearly diminishinth a
shifting in the downstream direction. Thess flowclearly has some negative influence
on these geometries. However, proper impingement occurs throughout the channel, and

it seems as if there is no transition torass flowdominated flow.
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Figure 7-9: Spanaveraged Target Wall Heat Transfer Distribution (X/D=15)

Also evident from this spanwise averaged data is the increase in heat transfer with
increases in Reynolds numbers, and decreases in iemperg height. Results tend to be
the closest from case to case at the first impingement jet. This is a reasonable result, as
the effects otross flowhave no effect ahe first impingement location. The impact of
the potential core would then be thevihg force at these locations, and would be similar

between cases.

7.3.2.2 Side Wall

Similar effects are expected on the side wall, due to the reduassl flow which

should lead to improved impact of the wall jet. These results are shown in
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As expected the reducexoss flowallows the walls jets to successfully impact
the side wall at all jet locations. The effect is reduced, however, indwastream
direction as theross flowincreases. Also evident in these plots isdbecentration of
the wall jet impact to the bottom of the channel, on the order2ofiiameters in height,
as discussed deer. This yields the greatest benefit to tase 15.4.1A, as the wall jet is
able to impact the entire side wall. Similar to the target surface, the wide hole spacing
allows room for degradation of the wall jet, reducing the heat transfer as one modes away
from the impingement location. The stagjoa regions are also deflected in the
downstream direction, similar to the target surface results. These effects are most evident
with cases 15.4.3A and B. Similar characteristics can be explained from the spanwise

averaged plots.
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Figure 7-11: Span-averaged Heat Transfer Distribution (X/D=15)

These results again clearly show the effects of increasing the impingement height,
and increases in Reynolds number. As the height is increased, the effect afl jleéiw
significantly reducedpartially due to the increased surface area, much of which is not
affected by the wall jet. Also, as expected, increases in Reynolds number increase the
measured heat transfer coefficients, while maintaining a similéitgprd’he diminishing
effect of thecross flowaccumulation is also evident in these plots, as the heat transfer

peaks decrease in the downstream direction.

7.4 Variable Reference Temperature Effects

7.4.1 Introduction

As mentioned, traditionally the jet tempera&tus used in heat transfer calculations
for impingement and impingement channel cooling schemes. Although in most cases this
provides little discrepancies as the channel length to diameter ratio is increased

sufficiently, the jets are no longer the doating contributor to the heat transferred from
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the surface. For these scenarios it is necessary to, at the least, examine the trends of
potential bulk temperature increase and its possible effects on heat transfer.

It has typically been the convention tse the jet supply temperature as the
reference temperature when considering impingement heat transfer calculations, and an
energy balance calculated bulk temperature for pure channel flow situations. However,
in these unique impingement channel configores, the actual bulk temperature should
lie somewhere between these two extremes. This difference becomes especially
important when considering the heat transfer results for the channel side walls or in
situations where theross flowhas dominated thbeat transfer on the target surface;
particularly at large length to diameter ratios. With these cases, the calculated heat
transfer coefficient may not be a fair representation of the amount of heat removal
potential of the given configuration, espegialthen comparing to traditional channel
flow scenarios. The conversion of this definition, to one that is more physically realistic
is therefore necessary. Examination of the different considerations may also give further
insight into the behavior of tse channels. Three alternative methods are examined,
using various available data collected dustendy statéesting.

A heat transfer coefficient based on a local bulk temperature would then be easily
calculated once the bulk temperature can be pipplefined. This becomes extremely
important to designers, especially considering the spent flow from these channels is often
used in film cooling applicationsThe amount of heat picked up by the working fluid is
also a necessary piece of informatiohen one is attempting to calculate the thermal

efficiency of these cooling methods (Downs, 200®¥n ideal method would be both
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easily applied, as well as accurately represent the measured increase in channel bulk
temperature.

Neglecting this temperature development has not necessarily introduced
significant errors in the literature because of the relatively short channel lengths used.
For these cases, heat transfer is typically dominated by impingement, which would have a
locd bulk temperature close to the plenum temperature used. However, as channel
lengths become adequately large, heat transfer characteristics are dominatecragsthe
flow, which would be at a temperature greater than the refenpendemperature.
Additionally, the potential use of the speantoss flow for film cooling requires
knowledge of the fluiG average temperatureSeveral methods of predicting the bulk
temperatur@nd recalculating the heat transfer coefficient will be examined.

Bulk temperature trends will be calculated for the three methods, and their effects
on the calculated heat transfer results will be discussed. Two cases studied in previous

sectionswill be used to prove the usefulness of the methods

7.4.2 Steady State Heat TraesfModel
Steady state heat transfer experiments are often used to investigate various flow
scenarios, mostly because of the straight forward calculations involved in the process.
Heat transfer rates, are defineddbg wt onés Law of Cool i ng:
Q=hxAx(Ty—Tr)
(11
Experiments typically maintain an isothermal boundary condition, or an isoflux

condition on the heat transfer surfaces. Isothermal conditions are only capable in
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yielding averaged results; at least with current testing masth The isofulx condition is

often used when one has the ability to measure temperature values at discrete locations.
Thermochromic liquid crystals (TLC), temperature sensitive paint (TSP), and infrared are
very common measurement techniques allowing tiipe of measurement. In these
scenarios, a known heat flux is generated from the surface of the test specimen, and
surface temperatures are measured. The reference temperature is often taken as the local
bulk averaged mainstream temperature in mosrnal flow situations. This value is

easily determined from the channel flow energy balance depictédure7-12.

Control Volume A

Cool air I Warmir air

m Tin T,
dot blk mdot

Figure 7-12: Standard Steady State Energy Balance

From the control volume depicted in the figure, a simple energy balance allows
one to determine the bulk temperature, from knowledge of the rate of heat input into the
air, as given by aetion(12). Knowledge of this value, \Q is also necessary for heat
transfer calculations, and should therefore be readily available. For pure channel flow
situations, with a constant heat flux boundary condition, it can be proven that the
temperature will increase linearly from inlet to exit.
Tpie (%) = T; + Qu(x)/(m + Cp)

12

106



An additional control volume is necessary when an impingement channel is
considered, however. This, as shownFigure 7-13, is because there is a periodic
injection of cooler fluid into the mainstream. We will assume the two flows are
sufficiently mixed directly after the jet, and that the cooler jet does not affect the fluid
upstream. It is admittethat this is subjected to disagreement, and is only done for
simplicity, as the way in which the two streams mix has yet to be fully understood. We
must consider the heat picked up by the heater, plus the additional, cooler mass that

enters the controlalume.

dotJ
Control Volume B Control Volume C

dotc """ll |||||
Y Tin a Teme  Touc
X

Figure 7-13: Impingement Energy Balance

dotC dotJ

Two sets of equation$13),(14)) must be solved successively in order to calculate

the bulk temperature at all locations within the channel.

0", @ =+ X;]

Toiks (D) = Thiee (i = 1) + [ (i) * Cp] 9

[17, () * T + M (D) * Toyip (D]

oG+ D] 4

Ty (D) =

Where:
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Q’W(i) = Qw/L
19

m.(i+1)=m.()+ m](i)
(16)

Equation(13) determines the temperature just before the jet of interest, affected
by the channel flow heat that was captured by the flow up to this point. The following
eqguation then considers the effe€mixing the warm channel flow air with the cooler jet
air.

The amount of heat generated is calculated in various manners, depending on the
circumstances. Typically, as is done in the current experiments, the heater resistance is
measured (and correlateversus temperature when necessary) and recorded. During
testing, the voltage is then measured, and the total heat generated can easily be calculated
using Ohmdés | aw. However, it is often ne
environment, as waaccounted for in the current tests. This was done by filling the test
section with insulation, in order to prevent natural convection, and allowing the heaters to
warm the test section to several temperatures. The power required to maintain the rig at
each temperature is the amount of heat lost at that point. For the current tests, this was
found to be less than 1% of the heat input at any location. Subtracting this amount of
heat lost yields an effectivgg which should be used in the preceding caltohs.

It can be argued that due to the structure of the impinging jet, the jet temperature
is a better reference temperature at regions dominated by impingement. However, as
mentioned, in some cooling scenarios, tiess flowis ejected in the form of film

cooling, and the temperature should therefore be known. It is also sometimes difficult to
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determine exactly where one flow feature is dominating. Also, it has been shown in
previous works, that when considering the otherfages of the channel, it may be
necessary to consider the effects of bulk temperature increase, especiallyogseitow

mass fluxes are low. The author intends to examine other methods, which may be

simpler to implement.

7.4.3 Proposed Improvements

Three nodels have been developed in orderctmveniently and accurately
predict the bulkemperatureise within an impingement channel. These methods will be
explained below, with the baseline case being the traditional jet reference temperature.
Resulting nethodologies will be applied to two cases, in order to examine their
usefulness. Cases 5.A.And 5.4.8B have been chosen, with the understanding that the
remaining cases will have similar resulting trend$iese two cases will be referred to as

Case land 2 for the following discussion.

7.4.3.1 Method 0: Jet Reference Temperature

As mentioned, the reference temperaturg, iE often taken as the plenum
temperature, d; in impingement and impingement channel heat transfer calculations. It
is expected that thi®chnique may prove to be erroneous at larg&;G However it can
easily be argued that this is the correct temperature to use at the impingement location,
since the jet imot expectedo pick up very much heat as it travels from the plenum to the
targe surface. Nevertheless, when looking at other surfaces, an actual bulk temperature
should be considered. Regardless of the considerations, this method is the most

convenient, and is taken as the baseline case.
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ho = q"/(Tw — Tp) a7
1

7.4.3.2 Method 1:Linear interpolation between inlet and exit temperatures

As a first attempt at improving the initial assumption of taking the plenum
temperature as the reference temperature, one would naturally consider interpolating
between the measuredepum temperature, and the exit temperature. This, as discussed,
would be accurate during a normal isoflux internal flow situation. Although some error
is expected when applying this method to an impingement channel, if it remains within a
reasonable amal it would prove to be quite useful as it is also easily implemented. A
linear equation could easily be defined and incorporated into the code used to process the
data. The accuracy of this method will be explored in a later sedosingle
thermocoufe placed in the exit flow, however, may provide higher uncertainty when
highly nonuniform wall temperatures resuli€hyu, 1997) A thermopile rake is
therefore often chosen as the more accurate alternative, as spanwise variations in the bulk

temperatue are averaged effectively this way.

h1 = q"/(Tw - TR (x)) (18)

Where:

Te _TP

Tp() =Tp +—F—=*x 19
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7.4.3.3 Method 2: Energy balance marching with points determined before and after
impingement

Although the exaatletails of how the bulk flow actually mixes within the channel
is anything but certain, it should be expected that a precise energy balance should yield
the most physically accuraté' rder results. This would be done using the impingement

channel contl volumes described earlier. The basic steps are outlined below:

1) Assume the channel temperature is equal to the plenum temperature ufprsd the
hole This is done to avoid the complexities involved in determining the amount
of heat picked up in thensall cavity before the first jet. However, it is expected
that this change in temperature should be small compared to the remaining
influences.

2) Using control volume B, equatio(l3), the local mass flow rate within the
channel, (available from the pressure data), and the known heat fluxes, determine
the bulk flow temperature right befoitee 2% jet,

3) Using control volume C, equatidti4), the mass flow rate through t8& jet, and
the temperature defined in step 2, determine the mass weighted average
temperature leaving the control volume.

4) Repeat this process marching througloathe jet locations.

This method is expected to produce a rather rough, discreet profile, as the
continuous ingestion of cooler air should continuously act to push the warmer channel
temperature back down. Also, temperatures are only calculated at discreet locations, with
thelocal bulk temperature being linearly interpolated between points. Although it should

be the most accurate representation of the bulk flow temperature, it is also expected to be
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the most costly in post processing and application requirements. Thisaissedmear
interpolation is typically more difficult or memory intensive when included in typical
processing codes. The heat transfer coefficient is then calculated according i@nequat
(18), using the interpolated temperature as a reference temperature.

7.4.3.4 Method 3:Enerqgy balance marching with points determined after impingement
only

The third method is a simplification of the sad method. Although essentially
the same amount of post processing work is required, a smoother plot and easier
implementation is expected. This is due to the ability to easily curve fit the reference
temperature, when calculated in this manner, elitimgahe need for interpolation. This
method is identical in procedure to the previous method, however only uses the
temperatures calculated after the jetsi€] for the curve fit. This assumption is assumed
to dampen the effects of the continuousestgpn of cooler jet air, which may be a better
physical representation. The errors produced by this method are expected to be within
the uncertainty of the flow field, again using equat{@8) to calculate heat transfer

coefficients.

7.4.4 Reference TemperatuResults & Discussion

For the conditions given in the selected cases, the resulting reference temperature
distributions are plotted. Results are normalized byptaeum temperatur@n degrees

Celsius) and describe the calculated increase over the measured plenum temperature.
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Figure 7-14: Reference Temperature TrendsZ/D=1
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Figure 7-15: Reference Temperature TrendsZ/D=3

The bulk temperature trends for the two different cases foreshadow the effects on
the heat transfer expected from the various reference temperatures chosen. It can be
argued that method elds the most accurate bulk temperature estimates, as all heat
transfer effects are accounted for. All other cases therefore under predict the channels

bulk temperature at most locations within the middle of the channel. At locations
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downstream, the detions are small, as all cases, except the baseline, should converge
near the measured exit temperature.

It should then be expected that any model will yibkht transfer coefficient
values greater than those initially calculated. This is the dirsattref using a smaller
temperature difference in the heat transfer calculations, resulting from the hotter
reference temperature. These effects are highlighted in the next few figures, where the
calculated heat transfer coefficient on two of the chanvadls (target and side) is
presented for the two cases. Plotted with lleat transfer coefficientesults are the
smooth channel estimates predicted from the DBislter(Incorpera, 2002gorrelation.

The values vary along the streamwise directioa ttuthe progressively increasing mass
flow rate within the channel. This value was easily determined frorortiss flowmass

flux calculations described previously. Its relationship to the impingement results
highlight t he c h ann geéntest dominaed dlow,f witb rhigh a n
enhancement, to one that is more dominated bygrtes flow and closer to smooth pipe
predictions. Uncertainty bands are also shown to alleviate some of the discrepancies.

Figure 7-16 shows the spanwise averadweeht transfer coefficienesults for the
target surface ofasel. As expected, the calculated heat transfer coefficient increases in

value along with the increase in reface temperature.
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Figure 7-16: Target Wall HTC Trends- Z/D=1

All 4 methods present similar results near the channel entrance, with variations

becoming more significant in the downstream direction.ialhjtone notices the broad

peak of methods 2 and 3, between X/D o400 This can bexplainedin several ways,

and is also apparent Figure7-17 andFigure7-14. This peak yields values considerably

higher than those calculated from the base lineGaskl. Although these higher values

may be unrealistic, theyighlight the need for bulk temperatures considerations. More

attention will be given to this peak at a later point.
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Figure 7-17: Side Wall HTC Trends-Z/D=1

Also worth noting are the large peaks present in the results calculated from
method 2. These were also evident in the bulk temperature trends, and represent the large
amount of heat that is picked up by the cross flow, while the strong impingement effects
maintain low wall temperatures. However, these peaks are expected to be an
exaggeration of these effects, since our model did not allow for the cooler jet air to affect
the upstream direction, which is more likely the case. Also as mentioned eartlemdme
2 proved to be the most difficult to implement, as no curve fit was possible, and bulk
temperatures had to be interpolated at most locations. Method 3 yields results that are
similar to the method 2, without the large peaks before each jet. Thek fak is still
captured, as well as the increased heat transfer values in the downstream direction.
Method 1 was implemented with the least amount of additional work, and results in a

profile that lies nicely between the base line and the control votases.
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The relative value of thedeesat transfer coefficienalues with respect to smooth
channel predictions is also improved by using some sort of bulk temperature
consideration. Notice that for both walls, there seems to be very little augmeiration
the downstream direction, as the values fall very close to the predictions. This may be
hard to accept initially, even though the flow is presumably dominated by cross flow.
The expected increased turbulence and mixing from the downstream jets gauliohie
to believe the values at this location should continue to be greater than those predicted by

Dittus-Boelter. Only when the bulk temperature effects are considered is this true.
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Figure 7-18 Target Wall HTC Trends-Z/D=3

Similar effects are seen when examining the resuliSasie2. Because of the
relatively largercross flowand jet velocities in the upstream locations, the difference
between methods 2 and 3 is smaller. All methods tend to yimitass results in the
upstream locations, with methods 2 and 3 yielding almost identical results along the

entire channel. Again, method 1 falls between the two extremes.
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Figure 7-19: Side Wall HTC Trends- Z/D=3

The augmentation effects again become important for this case in the downstream
directions. Examining the baseline case in the downstream locations, one would assume
that the impingement channel has failed to improve the heat transfer chatiastener
that of a smooth channel, similar@asel. However, once consideration is given to the
possible rise in the reference temperature, the augmentation becomes much more
apparent. The differences between the 3 methods are less pronounced f@s#)i

especially in the downstream direction.

7.5 Circumferential Heat Flux Variations

It is a well understood and accepted fact that for a turbulent flow field, the
boundary conditions do not play a major role on the heat transfer coefficients. For

exampe, although it is expected that a constant heat flux boundary condition would yield
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heat transfer coeffients that are higher than those calculated for a constant temperature
boundary condition, these differences are often accepted as negligible farkhlerit

flow field. As discussed earlier, there have been several fundamental studies that show
experimentally and analytically that the effects of flux variations are small for the smooth
channelscenario.

Because double wall cooling is most effectwken the channels are placed close
to the heat source (the hot gas), they are exposed to highly non uniform heat flux
distributions. The target surface would experience the highest temperatures, and thus
largest heat loads. The levels of these heat lndtithen decrease as one moves around
the circumference of the channel to the jet plate, which would experience the lowest
loads. Because of this, it is necessary to verify the assumption that these variations will
not affect the measured heat transfeefficients.

A set of tests were carried out, varying this flux distribution by turning off the
heaters to selected walls, and recording the resulting distributions. It is expected that
these variations would have some effect on the bulk temperatiridwation but not on
the actual distribution of heat transfer coefficient$However, sinceas previously
discussed, these effects are not typically accounted for with impingement heat transfer
testing, there is expected to be some slight deviatiorteiddwnstream direction, where
the differences in flow temperatures would have some effect on the measured surface
temperatures.

A summary of the flux variation nomenclature is repeatedlatle 7-1 for

convenience
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Table 7-1: Heat Flux Variation Summary

D
Heat Flux Variations I
Sub-Case|Heated Surfaceg A G
i A,B,C,D
i A,B,C
ii B
B

7.5.1 5.4.1AHeating Variations:

Figure 7-20 highlights the effects on the target surface between the different
heating scenarios for geomet@ase 5.4.A, with a Z/D of 1. Little difference is seen
between the uniform heated case, #m case with only the target wall and side walls
active. However, for the condition with only the target surface active, a slight heatn
transfer coefficienis observed, even at the first few X/D. This suggests that considerable
power was input through the side walls, and making them inactive had a significant effect
on the amount of heat that is picked up by the develapivgs flow This fact is verified
by examining the total heat rate applied to each wall, with the top wall being powered at
about 86% of the side wall power; a result of slightly lower heat transfer coefficients on
the jet plate surface, and the fact the side walls have a comparable afmswnfdce area
to the jet plate. The difference betweease 5.4.Aii and Case 5.4.Ai becomes greater
with increasing X/D, as the additional heat input from the jet plate has a noticeable effect
on the bulk temperature. As previously mentioned, the fhat the bulk flow

temperature is physically lower for the noniform cases, it would be expected that the
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surface temperatures are slightly lower as well. Because we assume a constant bulk
temperature in our calculations, the effect of the lowerasartemperature is to yield a
larger heat transfer coefficient, possibly unrealistically. Twease in heat transfer
coefficientbetween cases4.1Ai and 5.4.Aiii is an average of 6% that of the uniformly
heated case. The averapeat transfer coeffient measured forCase 5.4.Aii is

approximately 3%greater thatCase 5.4.Ai.
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Figure 7-20: Heating Variation effects: Case 5.4.1Target Wall

Similarly, Figure 7-21 shows the sidewall results. Again, the small contribution
of the jet plate to the bulk temperature increase is seen here. The two scenarios yield
almost identical results, up to an X/D of about 60, wibBee noRuniform case rises
slightly above the uniformly heated case. This small difference can be attributed to,
again, the slight difference in actual bulk temperature. The fact that the difference is only
noticeable at the last few diameters also lghits the fact that the jet plate did not
provide a significant amount of heat to ttr@ss flow again because of the lower heat

transfer coefficient on this surface.
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Figure 7-21: Heating Variation Effects: Case 5.4.1Side Wall

7.5.2 Case 5.4.B Heating Variations:

Cases 3.3i through 54.3Biii target surface results are shownhkigure 7-22.
As with the previous cases, the overall trends are nearly identical, with the alvestge
transfer coefficient increang as the walls are turned off. The difference between the
first two scenariosCase 5.4.Bi and 5Bii is the smallest, around 6% of the uniformly
heated case; and the difference between the later 2 cases is larg€sasetd.4.Biii
measured at about 10% larger th@ase 5.4.Bi. This, as with the previous case, is a
result of the larger heat input from the side walls when compared to the jet plate. The
difference does not increase significantly as one moves downstream, due to the fact that

thecross flowis still moving relatively fast, especially when compare@&se5.4.3.
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Figure 7-22 Heating Variation Effects: Case 5.4.B Target Wall

Again, Figure 7-23 shows the side wall results for the various heating scenarios.

The differences for this case are smaller than those for the previous, which seems to make
sense since the side wall, being larger for this case, must provide a larger portion of the
heat tha for the previous geometry. Of particular interest is the fact that the curves do
not diverge near the channel exit, as they did in the previous case; again the result of a
lower significance of the heat input from the jet plate. This again was vebfied
examining the power inputs for this case, with the jet plate being powered at just 52% of
the side walls. This is partially attributed to the fact that the side walls have a slightly
better heat transfer coefficient, but also by the fact that thensitlesurface area is 50%

greater than that of the jet plate, thus contributing a significant amount of heat.
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Figure 7-23: Heating Variation Effects: Case 5.4.8 Side wall

7.5.3 Case 5.4.B Heating Variations:

In Figure7-24 we see the target plate results for geoméldase 5.4.5 At the first
few X/D there is no significant difference between the 3 scenaHosiever, aghecross
flow develops and potentiallgeas up, a larger difference iseen. This isthe direct
influence of the coolecross flowtemperature for the cases with pamform heating.
We again expect the surface temperature to be driven to a lowerbeslaase of the
lower bulk temperature As mentioned this results in a larger calculalet transfer
coefficient, tlan for the case with uniform heating. However, for this case it seems the
jet plate provided a significant amount of heat when comptrdtie previous cases.
This again is verified by examining the power input to the various walls, with the top
wall being powered around 75% of the side walls. This suggests that for this large Z/D,
the jet plate surface begins to shoemparable heat tnafer coefficient tahe remaining

walls. Also, because of the loweross flowvelocities, the sidewalls do not perform as
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well compared to the remaining surfaces. The area where their influence is most likely
greatest is at the channel entrance, wi@aee 5.4.Biii is consistently higher than the
remaining two cases. This area of the channel, however, has the potential of behaving in
an unusual manner, due to the pocket formed between the first jet and the closed channel
side. Air must circulate irhts section, and possibly pick up heat, before it is carried out
the est of the channel. For cases 5Bi.and 5.4.8ii, this heat pick up must be
significant enough to produce a peak @ase 5.4 .Biii, where the temperature rise would

not be as significant. This case also exhibits the largest variation between the cases,
especially as theross flowbegins to dominate. This is evident in the fact that the peaks
have almost completely diminishegl B/D of 35. Because of the larger Z/D, the jets are

not able to successfully impinge the lower surface beyond this point, and the major
contributor to the heat transfer is the acceleratrass flow This cross flow again
because of the large Z/D, moving slower than in the previous geometries, allowing
more time for the fluid to warm up while in contact with the active surfaces. The exiting
bulk temperature was slightly lower for the two aamform cases than for the uniform
case. Case 5.4.Bii yields results 14% greater th&@uase 5.4.Bi, and Case 5.4.Biii

yields results 18% higher th&wase 5.4.Bi.
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Figure 7-24: Heating Variation Effects: Case 5.4.B Target

The side wall results for cases 6Bidhgh 6Bii are shown ifrigure7-25. Again,
as expected, the overall trend is similar, and the values are close within the first 30
40X/D. Beyond this point, thieed transfer coefficierst begin to deviate, up to 18% at
the channels exit. Similar to the previous cases, this is due to the dowgsr flow
temperature with the neuniform cases. Compared to the previous cases, providing no
power to the top wall has enmost significant effect on the side wall heat transfer
coefficients. However, this effect is not seen until one moves far enough downstream,

where the difference in bulk temperature begins to become significant.
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Figure 7-25: Heating Variation Effects: Case 5.4.55ide Wall

7.6 Comparison to Literature

7.6.1 Introduction

In order to examine the validity of the existing correlations in the presence of side
walls, (Florschuetz, 1981), spanwise averaged results are compared against predicted
values, for both a smooth channel as well as an impingement channel. This isrpecessa
for several reasons. The majority of the literature and specifically in the study by
Florschuetz, multiple rows of jets in the spanwise direction are used. This allows one to
neglect the interaction of the side walls. Also, the number of holes nstx ifirst
iteration of tests (15 for X/D=5) is larger than that typicda#gted in the streamwise
direction. In this case a large degradation of jet performance results from the large build
up of cross flow The exhausted jets, as described earlemat perform as intended,

with cross floweffects dominating the heat transfer process.
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